
A multi-agent system arhiteture for mobile robotnavigation based on fuzzy and visual behaviours∗Rafael Muñoz-Salinas, Eugenio Aguirre, Miguel Garía-Silvente, Moisés GómezDepartment of Computer Siene and Arti�ial IntelligeneE.T.S. de Ingeniería Informátia. University of Granada (Spain)18071-Granada phone: +34.958.249562 fax: +34.958.243317e-mail: {salinas, eaguirre, M.Garia-Silvente}�desai.ugr.es,moi_gomez�hotmail.omAbstratA multi-agent system based on behaviours for ontrolling the navigation task of a mobilerobot in o�e-like environments is presented. The set of agents is strutured in a three-layerhybrid arhiteture. A high level of abstration plan is reated using a topologial map ofthe environment in the Deliberative layer. It is omposed by the sequene of rooms andorridors to transverse and doors to ross in order to reah a desired room. The Exeutionand Monitoring layer translates the plan into a sequene of available skills in order to ahievethe desired goal and monitors the exeution of the plan. In the Control layer there is a set ofagents that implements fuzzy and visual behaviours that run onurrently to guide the robot.Fuzzy behaviors manage the vagueness and unertainty of the range sensor informationallowing to navigate safely in the environment. Visual behaviors loate a required doorto ross and �xate it indiating the appropriate diretion to reah it. Arti�ial landmarksare plaed beside the doors to show its position. The system has been implemented in aNomad 200 mobile robot and has been validated in numerous experiments in a real o�e-likeenvironment.1 IntrodutionIn the mobile robot navigation area, topologial approahes for the representation of the envi-ronment have the advantage of manipulating the information at a high level of abstration [11℄.On the other hand, geometri representations usually need more omputational e�ort and reatslower [8℄. Furthermore, geometri models are usually more dependent on the loalization systemrequiring a high knowledge about the position of the robot to take the neessary deisions in thenavigation. The meaning assoiated to nodes and ars in the topologial representations is notalways the same. Whereas in [20℄ the topologial map is obtained from the division of regions ina ell map, in [12℄ nodes represent important plaes from the point of view of the sensory systemand the ars paths between these plaes assoiated with a onrete ontrol strategy.Relating to behavior based navigation [4, 5℄, there are approahes that use topologial mapsfor navigating. In some ases [14℄ the nodes represent distinguished plaes assoiated to thebehaviors, while in other works [2℄ the ars also indiate the behavior needed to navigate betweennodes. In these ases the navigation between two points is seen as the exeution of a planomposed by a set of nodes joined by ars or behaviors to exeute, where the nodes are sub-goals
∗This work has been partially �naniated by the MYCT proyet TIC2003-049001



to ahieve the desired plan. The abilities of the robot, like follow wall, follow orridor, ross dooror avoid obstale, are essential to ahieve the generated plan. Beause the plan generated is nothighly detailed, the robot has to trust in these abilities to reah eah sub-goal established in theplan. In these models the role of the sensory system is very important, beause every behaviorestablishes a relation between pereption and ation leaded by its own intention.In this work a multi-agent system arhiteture strutured in three layers is presented. It usesa onurrent ativation of both visual behaviors and fuzzy behaviors to arry out the navigationtask of a mobile robot in o�e-like environments. The higher layer reeives orders from anexternal operator and generates a high level of abstration plan onsisting in the sequene ofrooms and orridors to transverse and doors to ross to go to a desired plae. This plan isdeomposed in the middle layer in a sequene of skills that the robot is able to perform. Theseskills arise from the interation of visual and fuzzy behaviors implemented in the lower layer ofthe arhiteture. Fuzzy behaviours take as input the information provided by the range sensors.They use fuzzy rules to manipulate the impreision and vagueness of the sensor data allowinga safe navigation to aomplish eah part of the plan. Visual behaviours gather the visualinformation from a single amera plaed at the top of our robot and allow the system to knowthe loation of the doors of the environment and indiate the straight diretion to ross them.The amera is plaed over a pan-tilt unit (PTU). It allows to move the amera independentlyfrom the movements of the robot giving to vision an ative role in our system. In order to easethe door detetion, arti�ial landmarks with numerial information have been plaed beside thedoors. We assume that all doors are opened, beause our robot annot open them.The use of arti�ial landmarks has been suessfully used in the literature as a mean toprovide extra information to a robot in order to aid the self-positioning proess as well as fordeveloping other tasks [6, 13℄. Several designs of landmarks have been proposed depending on thepurpose they are used for [10, 18℄ and even the best arrangement in order to get minimum-errorposition has been studied [19℄. We propose a simple arti�ial landmark that is plaed besidesthe doors to aid the robot to know where the doors of the environment are. The landmark iseasy to distinguish from the environment and has digits inside to uniquely identify the door thatrepresents. Fast algorithms have been required in order to ahieve real-time visual proessing.Neural networks have been trained for either deteting the landmark and for lassifying thedigits.Following setions deal with the multi-agent system arhiteture. First, we brie�y desribethe hardware and then a general vision of the arhiteture of the system is given. Following, theagents of the system are explained in detail. First, Planner agent that plans aording to thedesired goal. ThenMonitor agent, that transform the plan in a sequene of skills that the robot isable to do. Finally, both Vision agent and Navigation agent are explained. The former developsthe visual proessing and the latter performs the navigation. In the setion of experimentalresults we show an example of the whole system running in a Nomad 200 mobile robot. Finallywe o�er some onlusions.2 Multi-agent system arhiteture2.1 Hardware desriptionOur robot is a Nomad 200 that has been updated adding new devies. First of all we neededto inrease the omputational power to perform visual proessing in real time. Therefore wehave added a mobile omputer Pentium III running at 1.100 MHz that ommuniates with therobot via Ethernet at 10 Mbps using TCP/IP. There is a omputer in the robot that is usedonly to run a daemon that reeives data from the sensors and issues movement ommands to the2



motors. The rest of the system runs in the mobile omputer. To perform the visual proessing,a pan-tilt unit (PTU) and a Sony EVI-401 video amera have been added. Both are onnetedto the mobile omputer. The PTU an move 139 degrees to eah side in the horizontal axis,while in the vertial axis it an move 47 degrees down-side and 31 degrees up-side. The amerais analogi so it has been onneted to a PCMCIA frame-grabber obtaining images at a framerate of 25 fps. In Figure 1 there is shown the �nal appearane of the robot.

Figure 1: Robot appearane.
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Figure 2: Multi-agent system arhiteture.2.2 Multi-agent system overviewIn this work a multi-agent system based on behaviours for ontrolling the navigation task of amobile robot is presented. An agent is a software proess aimed to get or keep a goal impliitin its own design. Our system has been designed as a set of agents organized in a three layerarhiteture with both reative and deliberative apabilities in an hybrid arhiteture [17℄. Thismethodology allows great robustness and an easy expansion of the system either adding newapabilities to the existing agents or adding new agents to the system. In Figure 2 the strutureof the system is shown.We have identi�ed two di�erent navigation tasks. The �rst one onsists in navigating into aroom to go to a ertain plae in it, and the seond one onsists in traveling from one room toanother into the building. The �rst one has been developed in previous works [1, 2, 3℄ using fuzzybehaviours to move the robot following walls and a fuzzy pereptual model to build a topologialmap that ontains some metri information of the environment. Using the pereptual modeland the topologial map the robot an navigate and determines the wall it is following and theorners of the room that are passed.We want to fous this work in the ability to perform the seond navigation task. Whenthe robot must go from one room to another into a building a plan is reated. It onsists ina sequene of rooms and orridors to transverse and doors to ross to reah the desired room.This sequene is a high level of abstration plan that turn into sub-goals for the system. For thispurpose low preision about the position of the robot is required. The plan is not highly detailedbut expressed at a high level of abstration foring the robot to trust in the abilities of the systemto aomplish those sub-goals. The di�erent agents of the system ollaborate distributing the3



whole navigation task establishing ommuniation between them whenever it is neessary. Bothvisual and range sensor information are used in order to pereive the environment.At the higher level is Planner agent, a deliberative agent whose main task is to reeive theorder from an external human operator to go to a ertain room in its environment. This agentreates the appropriate navigation plan to safely navigate in the environment. The plan is madeusing a topologial map of the environment that is available for the use of all the agents of thesystem.When Planner agent reates the navigation plan, it is passed to the Exeution and Monitoringlayer. Its unique agent, Monitor, an develop several skills to ahieve the sequene of sub-goalsof the navigation plan. An skill is understood as the ability to aomplish a ertain sub-goal andfor this purpose it is used the ativation of several behaviours either in a sequential or onurrentmanner. These behaviours are implemented in the lower level, the Exeution level, and Monitoragent ativates them to aomplish a ertain part of the plan while monitors the exeution ofthese behaviours to hek a possible error. It is also in harge of the loalization of the robotduring its movement on the environment.The Exeution level is divided into two levels: the Behavioural level and the Hardware level.In the Behavioural level, there are agents that implement behaviours. A behaviour an beseen as a relation between the inputs of the sensors and the atuators to ahieve a desiredgoal. This onept regards to a lower level way of ating that diretly relates environmentalinformation reeived from sensor with the immediate ations that the robot takes. In this layer,Navigation agent implements several fuzzy behaviours that allow the robot to navigate safelyin the environment. It uses information provided by range sensors in order to: avoid obstales,approah to a door, ross a door and to navigate in a orridor among others abilities. There isalso Vision agent that implements visual behaviours to proess the images aptured from theenvironment. It an detet a desired landmark and move the PTU in order to �xate it indiatingthe straight diretion to the door.In the Hardware level there are agents that at as wrappers for the real hardware of thesystem. Nomad200 agent establishes a ommuniation via TCP/IP with a daemon running inthe robot. Any agent that desires to send a ommand to the robot has to do it through thisagent. The agent redirets the ommand in an appropriate format to the daemon allowing aonurrent use of the robot. The ommands that an be sent allow to on�gure the speed andaeleration of the robot, to obtain the data from the ultrasound and infrared sensors and tomove it. PTU agent allows the use of the PTU to the rest of the agent ommunity. The mainadvantage of using this agent is the possibility of queuing the PTU movements in a remote waybesides ontrolling the onurrent use of the PTU. The agent gives the servie of moving thePTU and to inform about the exat position of both axes (pan and tilt) by message-passing.The amera has not been wrapped by an agent beause the transferene of the images on thenet would speed down the work of the Vision agent. In the following setions all agents exeptfor the hardware ones are explained in detail.3 Planner AgentIt is a deliberative agent that ats as a bridge between an human operator and the middle layerof the system. As we have previously ommented we have identi�ed two separated navigationtasks and we fous this work on the ability to navigate from one room to another into an o�e-like environment. When an human operator ommands the robot to go to a ertain room, thisagent reates the navigation plan as a sequene of rooms and orridors to transverse and doorsto ross. This sequene turns out to be sub-goals that are passed to Monitor agent whih is able4



to develop several skills to aomplish them.To reate this navigation plan the agent makes use of a map of the environment that isin a shared representation struture available for all the agents of the system. Formally, thetopologial map onsist in a graph G = (V, E), where V = {v1, ..., vN} is the set of N nodes,and E = {eij = (vi, vj), i = 1...N, j = 1...N}, is the set of M edges. The nodes of thisgraph orrespond to distinguished plaes of the environment and the edges onnet pair of thisplaes. A fuzzy pereption system [3℄ is able to lassify the distinguished plaes aording to itsmorphologial harateristis in: orners (), doors (d), hallways (h), end of orridor (e) and adefault objet type orresponding to long irregular boundary (i). Then eah edge of the graphrepresents either a wall, a orridor, an edge that rosses a door or a link between an irregulartype node and any other kind of node, and it expresses a transition between two distinguishedplaes. The map that an either be manually supplied or autonomously reated in an explorationphase. The autonomous reation of the map is based on graph node saturation inspired on [16℄.In Figure 3 there is the top view of a typial �oor and in Figure 4 its orresponding topologialmap is depited. Eah door has an unique number in order to identify it in the map. Thisnumber is printed on the landmark plaed beside the door and stored in the nodes that representdoors.
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Figure 3: Environment.
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Figure 4: Map of the environment.Using this map the agent an determine the path from an origin room to a destination oneas a sequene of rooms, orridors and doors using the A∗ algorithm. This is a high level ofabstration plan sine it does not speify the movements of the robot in detail but a sequeneof plaes that the robot has to reah. Lets imagine we wished our robot to go from Room1 toRoom2 in the map shown in Figure 4. The plan would onsist in the following path Room1→d1 →h1→h2→ d2 →Room2. These sub-goals are: �nd the door d1, ross it, travel along theorridor looking for door d2 and �nally ross d2 to enter Room2.It is possible that during the exeution of the navigation plan an error ours. In that aseMonitor agent �xes the error if it is possible. Otherwise, the agent informs about the error toPlanner agent that report the inident to the human operator.5



4 Monitor agentThis agent is mainly in harge of the exeution of the appropriate skill to aomplish eah partof the plan and also monitors the exeution of the behaviours to hek if the navigation plan isbeing ahieved. As we explained above, a skill onsists in the ability to ahieve a ertain sub-goaland for this purpose a onurrent or sequential ativation of behaviours is used. Skills an beeasily added to the system either inorporating new behaviours to the existing agents or newbehavioural agents.Planner agent passes the navigation plan to this agent that transform it in terms of theavailable skills. At the moment the plan is translated to the four possible skills: �nd door inroom, �nd door in orridor, approah to door and ross door. Therefore the navigation planexplained above would be translated as: Find door d1 in room→ Approah door d1→ Cross doord1→ Find door d2 in orridor→ Cross door d2.These are the four skills explained more in detail:a) Find door in room: Every time the robot needs to �nd a door, the searhing methoddepends on whether the robot is into a room or in a orridor. It is more usual to have enoughvisibility to distinguish the landmark plaed beside the door when the robot is into a roomthan when it is in a orridor. Therefore we distinguish between the searh of the landmark in aroom and in a orridor. In any ase, Monitor agent leads on Vision agent to detet the requiredlandmark as well as on Navigation agent to move safely in its environment.In order to �nd a door in a room, we have opted for searhing the landmark with the robotstopped turning over itself (stati searh). The idea is that the robot turns the turret while thevisual behaviour Landmark detetion (explained in Setion 5 with the rest of visual behaviours)searhes the desired landmark in the images aptured. Two onditions are required in order toahieve that, �rst of all, the landmark must be visible from its urrent loation. And seond, thedistane from the robot to the landmark must allow to reognize it. Regarding the latter ase, wehave tested the vision system and adjusted it to work in typial indoor environment rooms. In ourexperimentation the vision system is able to identify the door at distanes ranging from 1 meterto 5 meters. In ase of failure the robot starts an exploration proess using both visual and rangeinformation into the room moving parallel to the walls of the room while rounds it. The amerais pointed towards the wall that the robot follows and analyzes the images aptured looking forlandmarks. This skill is performed by the onurrent use of the fuzzy behaviours Follow wall andAvoid obstale and the visual behaviour Landmark detetion. All fuzzy behaviours are explainedlater in Setion 6A key point to see a landmark is to set the amera inlination orretly to make it appears inthe aptured images. Lets all α the amera inlination angle, D the distane from the amerato the wall, hm the distane from the landmark to the �oor and hc the distane from the amerato the �oor. Figure 5 shows graphially the relation between these variables showing that αan be alulated using the Equation 1. To measure D we use the average of several valuesprovided by the three frontal sonar sensors. Although it is an approximated method submit-ted to vagueness, it has been tested experimentally obtaining good results for the alulation of α.
α = atan(

hm − hc

D
). (1)b) Find door in orridor: Whenever the robot leaves a room and enters in a orridor, on-sults the map to know in what diretion it has to go to reah the next room (left or right).The robot orientates its wheels to fae the orridor in the orret diretion and the turret to6
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Figure 5: Appropriate angle to detet the landmarkpoint towards the wall where the door is using the fuzzy behaviour Orientate wheels & turret.When the robot is orretly plaed, a behaviour that moves the robot along the orridor (Followorridor) is ativated to maintain the robot entered in the orridor while Avoid obstales allowsa safe navigation. At the same time, Landmark detetion behaviour is ativated searhing forthe landmarks in the appropriate wall.) Approah to door: One the desired door is found, the robot moves towards it. The use ofthis skill is only neessary when the landmark has been loated in a stati searh, sine if it isloated either during a searh in movement or in a orridor, the robot is already plaed near thedoor. To ahieve this goal, the visual behaviour Landmark �xation is ativated in order to keepthe landmark in the �eld of vision indiating to the robot the straight way to the door. At thesame time the fuzzy behaviours Go to door and Avoid obstale are ativated in order to lead therobot to the door without olliding with obstales. It is possible that while approahing to thelandmark the robot hanges its straight way due to an obstale. In that ase, the Vision agentould loose the landmark from the �eld of vision loosing the appropriate way to the door whenthe obstale is avoided. If so, a visual searh using the behaviour Find lost landmark is done inthe area where the landmark was found last time. In ase of not �nding it, the searhing proessin the room starts again.During the approah, information about the distane from the amera to the landmark isprovided by Vision agent. This information is used to deide when the robot is lose enough tothe door in order to develop the appropriate skill to ross it. The skill Approah to door stopswhen the robot is at an appropriate distane to ease the work of the skill that rosses the door.d) Cross door: This skill allows the robot to ross a door when it is lose enough. The �rststep is to plae the robot in a favourable position to ross the door. For that purpose, Centerdoor moves the robot to plae it in front of the door using information gathered from the map andthe range sensors. Then, two fuzzy behaviours are used: Go through door and Avoid obstale.The �rst one reates the appropriate path to ross the door deteting the position of its frameswhile the seond one avoids possible obstales in the way.Using these skills appropriately, the robot is able to go from its urrent loation to a desti-nation room. While the behaviours are running there is a bidiretional �ow of data to informabout the status of eah proess. For example, Vision agent would inform if the landmark that7



the robot is approahing to has been lost from the �eld of vision to make Monitor agent ativatethe behaviour Find lost landmark.During the exeution of the plan, Monitor agent keeps information about its position in themap to re-plan if it is neessary. This agent gets information about the doors that are passed inthe way to the next door in the plan and this information is used to ompute the position of therobot. In this way the robot is able to know in whih room it is or in whih node of the orridoris plaed.Monitor agent is also in harge of deteting possible errors during the exeution of the navi-gation plan. The errors that an be deteted by our system an be divided into reoverable andnon-reoverable errors. Non-reoverable errors are those that an not be repaired by the systemitself, therefore they are reported to the upper layer that informs to the human operator. Theseerrors ours, for example, when the robot does not reah the door while it is approahing toit beause there is an unavoidable obstale in its way or when a ertain landmark is not foundin a room. Nevertheless there are errors that an be deteted and reovered. If for example thesearh of the landmark is done in a orridor and it is deteted that it has been passed the robotrepeats the searh proess in the opposite diretion.5 Vision AgentVision agent is in harge of deteting the desired landmark and keep it in the �eld of visiondespite the movements of the robot towards it. The agent an detet the set of landmarks in aaptured image and inform if a ertain landmark is in it. When the desired landmark neededto aomplish the urrent part of the plan is identi�ed, the agent an �xate it using the PTUindiating the straight way to the door. This agent an also measure the distane betweenthe landmark and the amera indiating if the robot is lose enough to the door to start theappropriate skill to ross it.This agent implements three behaviours, the �rst one is alled Landmark detetion and on-sists in deteting if a ertain landmark is present in the image aptured at the urrent positionof the robot. The seond one is alled Landmark �xation, it onsists in keeping the landmarkalways in the �eld of vision (moving the PTU to enter the landmark) despite the movementsof the robot. Finally the behaviour Find lost landmark searhes for the landmark that was lostwhile the previous behaviour was running.The landmark employed has been designed taking into aount the following priniples: itmust be easy to distinguish from the environment, it must inlude information to uniquelyidentify the door, and it must be heap and simple. The landmark �nally developed is shown inFigure 6. It has an external blak border that makes it easy to distinguish from the bakgroundand has some numbers inside to identify the door. The landmarks have been designed using asimple text editor and it �ts in an A4 paper.5.1 Landmark detetionThe landmark detetion is performed in two stages: the detetion of the external border and thenthe determination of the number inside the landmark. The proess starts when an image from theenvironment is aptured. A segmentation proess is performed to separate the objets that ouldbe a landmark from the rest of the objets of the environment. An automati thresholding methodis needed due to the illumination hanges that ours in real environments. We have opted forthe method proposed by Otsu [15℄ that selets a threshold value based on the illumination inorder to minimize the entropy in the result image. This method has shown to give good resultsin our experiments and is not time-onsuming. 8



Figure 6: Designed landmark.
Figure 7: Examples of the signature and double signature appliedto three shapes.Next step onsists in deteting the external border of the landmark. Hene, every objetpresent in the binarized image is analyzed to know if is a landmark or not. The �rst attemptwas to use the signature as desriptor [9℄. It is a funtion f(φ) that represents the ontourmeasuring the distane from the enter of the objet to the border point that is in a line traedwith a ertain angle φ ranging in [0, 2π]. However, signature does not allow to detet holes inobjets so all retangular objets have a similar representation. Instead of signature, we havedeveloped a variant of the method that has been denominated double signature. It onsists intraing lines form the enter to the external border of the objet for angles φ in the range [0, 2π].Eah line is sanned starting from the most external border point that is in the angle φ. Thesan is performed in diretion to the enter, and the distanes from the enter to the two �rstborder points found are measured. The distane is onsidered negative if the point is foundafter pass the enter in the sanning proess. In order to make the representation invariant tosale all the distanes are normalized to the maximum one. Figure 7 shows three shapes (leftolumn) and either the signature (enter olumn) and double signature (right olumn) of themare represented. This method brings two main advantages. First, it has been proved to be morerobust in our experiments for deteting the landmarks using several lassi�ation methods, andseond it allows the desription of holes in the objets that it represents.Double signature distanes are stored in an array to represent the objets that appear inthe image after segmentation. In order to learn the double signature of the retangular blakborder a neural network has been used. The network has been trained using the bak-propagationalgorithm and the best network found has 76 inputs a hidden layer with 8 neurons and 2 outputs.The training and validation set was reated using 135 images where the landmark appears fromdi�erent points of view. From eah image a positive example is taken (the landmark in theimage) and the rest of objets are onsidered negative examples. In this way the total numberof patterns extrated is 5281, using the 70% for training and the rest for validation. The neuralnetwork obtains a 100% suess perentage over the training set and 99.65% in validation.One the landmark has been found it is neessary to determine the number that is inside.To do this we analyze eah objet (greater than a ertain number of pixels) into the deteted9



retangular border and lassify it. Eah digit is adjusted to a 16x16 image and for eah one thefollowing features are extrated:1. Horizontal and vertial Laplaian. It onsists in reating a funtion with the number ofpixels oupied by the digit in every row and olumn, then obtaining the Laplaian of thisfuntion and esalating it to the range [−1, 1].2. Blok Sum. Consist in the reation of 2x2 bloks and ounting the number of pixels oupiedby the digit in eah blok. Finally the value is normalized dividing by 4.A vetor of 74 elements desribing the digit is reated using these measures. A neural networkhas been reated and trained to lassify the digits. In our experiments, digits have always beenorretly lassi�ed.5.2 Landmark �xationOne the landmark has been loated, it is neessary to �xate it. The objetive is to have thelandmark always plaed into the next image to show the straight diretion to the door. Thisbehaviour uses the PTU to enter the landmark in the image. The unique information needed toenter the landmark in the �eld of vision is the pixel distane from the enter of the landmark inthe image to the enter of the image. Then it is neessary to establish the orrespondene thatleads the PTU to enter the landmark in the image.We wish to obtain a fast lae of ontrol to avoid loosing the landmark. We assume that thenearest landmark to the enter in the urrent image is the desired landmark. It is reasonableif the landmark has not been loosed in a previous loop and the ontrol lae is fast enough. Inthis ase the omputing time an be redued by deteting only the external border and notproessing the digits. Smaller images an be used for this proess beause the preision requiredis less important.In order to determine how many degrees the PTU must be turn in both axis two regressionlines has been alulated. They indiate the neessary angle inrement based on the pixel distanefrom the enter of the image to the pixel that it is desired to be entered. The lines alulatedbased on real values are:
pan_degrees = −25.99 ·

2IncP ixX

Width
+ 0.05; tilt_degrees = 17.63 ·

2IncP ixY

Height
+ 0.29Where IncP ixX ,IncP ixY represent the pixels distane from the enter of the landmark inthe image to the enter of the image in both axis X, Y . Width and Height are the width andheight of the image respetively.5.2.1 Distane measurementMonitor agent needs to know the distane between the robot and the landmark to determine ifit is lose enough to the door. If so, Monitor ativates the appropriate skill to ross the door andthis agent stops the �xation proess. It is possible to measure the distane using the ultrasound,but it submits the system to the typial problems of these sensors, like false re�etions due tothe furniture near the door. Eventually we have used vision to perform the measures beause ithave provided better results than ultrasound in our experimentation.Assuming that the size of the landmark is known and �xed for all landmarks, we an approahthe distane to the door measuring the size in pixels of the vertial projetion of the landmark10



in the image. The loser the mark is to the robot, the bigger the vertial projetion is, and vieversa. The horizontal projetion is not so appropriate beause is more a�eted by perspetivedeformations due to the wide range of position in whih it an be seen. While the range of anglesunder whih the landmark an be seen in the horizontal axis is wide (when the robot rounds thedoor), in the vertial axis it is limited by the height of the amera and the height at whih thelandmark is plaed. We have extrated a regression urve by least-squares using real values toapproximate the distane D. The urve obtained is:
D = 763.02− 6652.21x + 23403.03x2 − 29177.50x3Where x = NoPixels

Height
, NoPixels is the number of pixels of the vertial projetion of thelandmark in the image and Height the height of the image. Therefore, x is in the range [0, 1],so the urve is valid for di�erent image sizes.5.3 Find lost landmarkThis behaviour is ativated when the landmark is lost from the �eld of vision beause of themovements of the robot. In this ase, the robot looses the straight diretion towards the landmarkand, instead of performing a full searh in the room, it is preferable to searh the landmark inthe diretion where the robot was looking at. For that, the agent turns the PTU to the left andright side and performs a visual searh of it in this area. This proess is faster than a full searhbeause the area overed is smaller and usually sueed. But if it does not sueed, a ompletevisual searh in the room is ordered by Monitor agent.6 Navigation AgentAs ommented in Setion 2.2, this agent is in harge of arrying out the navigation of the robotsafely in the environment. It relates the pereption of the range sensors to the orders whihmust be sent to the atuators aording to the objetive that must be exeuted in eah moment.For this reason, it uses di�erent behaviours designed using tehniques taken from Fuzzy ControlTheory [7℄.The use of these fuzzy behaviours allows the robot to ontrol the atuators despite the pres-ene of noise in the data sensors that ause inauray in the measures and unertainty aboutthe information used. Below, we explain how the behaviour to guide the robot to the door hasbeen designed whereas for the rest of the behaviours only their funtion is ommented.a) Go to door. This behaviour permits the robot to reah the landmark of the indiateddoor orientating the wheels and turret in the diretion that is indiated by the PTU. When thebehaviour is ativated by Monitor agent, the desired landmark has already been found and Visionagent makes the PTU point towards it. It is neessary to indiate that the hardware of the robotallows to move the turret independently from the wheels. It gives the robot the possibility ofmaintaining the turret orientated towards the door when the wheels are turn in order to avoidsome obstale. In this way the work of the Vision agent is helped beause less movements of thePTU are required when avoiding an obstale. Therefore, two fuzzy rule set have designed. Oneto orientate the turret and another to set the orientation of the wheels.

• Rule set for orientating the turret. The goal is to keep the turret oriented towards thelandmark to ease the work of Vision agent. For this reason, aording to the angle of thePTU and the present situation of the turret, the angle that the turret must be turned to11



remain lined up with the PTU is alulated. This angle, denoted as Angle Move Turret(AMT), is used as input for the rules to ontrol the Turret Rotation Speed (TRS). Figure8 shows the labels of AMT and Figure 9 shows the labels for TRS. In Table 1(a) the ruleset to ahieve the desired goal is shown.
• Rule set to orientate the wheels. The idea is similar to the previous one, to maintain thewheels of the robot lined up with the PTU to lead the robot towards the landmark. Inthis ase the variables to ontrol are the Wheels Rotation Speed (WRS) and the TranslationSpeed (TS) of the wheels. Thus, the neessary angle to line up the PTU and the wheels ofthe robot, Angle Move Wheels (AMW), is alulated and used for ontrolling the outputvariables using an appropriate rule set. The labels of WRS and AMW are similar to thelabels of TRS and AMT respetively and Table 1(b) shows the rule set for this variable.In order to ease the alignment, another variable (∆TS) is used to adjust the variable TS.

∆TS is added to TS making the robot to derease its speed up to a ertain limit when it isnot lined up with the PTU and vie versa. The labels for this variable are shown in Figure10 and the rule set for this variable is in Table 1().
Negative Zero Positive

−180 −2 −1 21 180 degFigure 8: Labels ofvariable AMT.
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deg/sFigure 9: Labels of vari-able TRS.
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−60.9 −40.6 −20.3 −10.1 0 5.0 10.1 mm/sFigure 10: Labelsof variable ∆TS.A M T TRSNEG RightZE CenterPOS Left(a) A M W WRSNEG RightZE CenterPOS Left(b) A M W ∆TSNEG NegativeZE PositivePOS Negative()Table 1: Rules set to ontrol the variables (a) TRS (b) WRS () ∆TSb) Avoid obstales. This behaviour allows the robot to avoid an obstale that is plaed in itsway. The input variables that have been taken into aount are: Frontal Distane, Right-LeftDistane, Right-Left Di�erene Distane (all of them deteted by ultrasound) and TS. The vari-ables to ontrol are WRS and TS. The idea that leads the design of this behaviour onsists inthe fat that if the obstale is not in front of the robot, it tends to turn a little either to left orright, depending of what is safer. When the obstale is just in front of the robot, or when it hasapproahed too muh to it, the robot turns towards a safe plae. In any ase, when an obstaleis deteted the speed dereases.) Follow wall. The objetive of this behaviour is to allow the robot to move around a roomfollowing the wall outline. The input variables for the behaviour areWall Distane and InideneAngle to the wall while the output variable is WRS.12



d) Follow orridor. This behaviour allows the robot to go along a orridor, moving forward inthe enter of it. The input variables are Right-Left Distane Di�erene in regard to the orridorwalls and Right-Left Inidene Angle Di�erene. The aim is to ontrol WRS to enter the robotas well as TS that inreases if the robot is in the enter of the orridor and dereases otherwise.f ) Center door. This behaviour plaes the robot in a favorable position to ease the work ofGo through door behaviour. Crossing a door is a di�ult task so the behaviour plaes the robotin front of the door and orientates it towards the gap to make the trajetory to ross the door asstraight as possible. Some times it is possible to detet the gap of the door using range sensorinformation. In this ase the behaviour an diretly orientate the robot to fae the door. Insome other ases the gap an not be deteted using range sensor information and the map mustbe onsulted. It usually happens when the door is in a orridor beause the landmark is foundeither before or after passing the gap of the door. This agent uses as input variables to detetthe gap the Frontal-Lateral Di�erene Distane and the output variables are TS, WRS and TRS.If the robot is in a orridor onsults the map to determinate if it has to move either forward ofbakward to �nd the gap of the door. The inputs variables in this ase are the Frontal-LateralDi�erene Distane to detet the gap and the outputs are TS and WRS.g) Go through door. It allows the robot to go trough a door to enter or leave a room. Atemporary model of the door has been used with the aim of alulating a straight line thatrosses through the gap of the door. The robot takes as referene this trajetory but beausethis proess is not free of noise, it is possible that the trajetory must be readjusted aording tothe suess or failure of the behaviour. The input variables are: Distane to trajetory alulatedand Deviation Angle in relation to the trajetory. The variable WRS has been onsidered asoutput variable while TS dereases to very low values.h) Orientate wheels & turret. When the robot has to navigate in a orridor it is neessary toorientate the wheels to fae it appropriately. Likewise the turret of the robot is oriented to pointtowards the wall in whih the desired landmark is plaed using information from the topologialmap. The inputs are Angles Move Wheels & Turret that show how muh the robot must beturned to reah the desired position, and the output variables are WRS and the Turret RotationSpeed TRS.Further details about the design methodology of the fuzzy behaviours an be seen in [3℄7 Experimental ResultsThis multi-agent system is strutured in three levels. It has been implemented and tested usinga mobile robot Nomad 200 modernized with a vision system, and plaed in the real o�e-likeenvironment represented in Figure 11. We explain the onurrent running of the whole systemwith a real example. The robot is initially situated in room 0 and has to get room 2, travelingthrough a orridor. The �rst step is to supply the robot with the initial and target point. Withthat information the Planner agent alulates the following path aording to the topologialmap : Room 0 → d0 → h2 → h3 → h4 → d2 → Room 2. These steps represent sub-goals toaomplish in order to ahieve the main goal and Monitor translates the plan into the possibleskills as : Find door d0 in room→ Approah door d0 → Cross door d0 → Find door d2 inorridor → Cross door d2. As it an be appreiated, it is a high level of abstration plan whereno trajetory is spei�ed to the robot, but rather a set of sub-goals to reah. The plan is exeuted13



in the stages explained below.
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Figure 11: Rooms map and topologial map of the real environmenta) Find door d0 in room: Aording to the path previously obtained, the robot searhes forthe landmark that identi�es the door d0 by means of the stati searh. Figure 12 shows twoimages obtained by the robot in the stati searh proess. In the seond image of this Figurethe landmark with the digits 00 appears on the left side of the door. In another situation, thelandmark ould be hidden by an obstale, and thus be invisible to the robot. In this ase, afterompleting the stati searh without suess (after a 360 degrees turn) the robot would start asearh moving parallel to the walls of the room avoiding possible obstales. Figure 13 shows thepath followed by the robot in this situation.
Figure 12: Stati searh of the landmark 00. Figure 13: Searh in movement of thelandmark 00.b) Approah door d0: If the robot �nds the landmark 00 in the stati searh, it approahesto the landmark orientating the wheels and the turret in the diretion indiated by the PTU.In Figure 14 there is shown the path followed by the robot while approahing to the landmarkas well as several images taken in the proess. This phase �nishes when the robot is at an ap-propriate distane from the door. It must be notied that this phase does not take plae when14



the landmark is loated by means of the proess of searhing in movement, sine in this ase therobot approahes the landmark in the searhing proess.) Cross door d0: When the robot is plaed near the door, Monitor agent performs the skillCross door. At �rst, the robot detets the gap of the door and orientates itself appropriately(using the behaviour Center door) to ease the work of the behaviour Go through door. The latterbehaviour alulates the appropriate path to ross the door and moves the robot through thegap. The path of the robot and some images taken while the robot rosses the door are shownin Figure 15.

Figure 14: Approahing to the landmark 00. Figure 15: Crossing the door d0.d) Find door d2 in orridor: One the door has been rossed and the robot is in the orridor,it must navigate lined up in the enter to �nd the destination room. For this reason, in a �rstphase the robot orientates the wheels to fae the orridor and the turret to failitate the visualsearh of the destination door. Then the appropriate behaviours move the robot in the enterof the orridor avoiding possible obstales while images of the wall are aptured and analyzed todetet landmark 02. Figure 16 shows how the robot searhes and �nds the landmark of the door
d2 navigating along the orridor.e) Cross door d2: The skill Cross door is exeuted again and the robot ahieve the navigationplan. When the landmark is found the robot moves bakwards to plae itself in front of the doorin order to ease the work of the behaviour that rosses it. The path that the robot has followedand some images taken in the proess are shown in Figure 17.The images shown in the previous �gures have been taken by the robot in a real exeutionof the system. This experiments and others have been �lmed and an be downloaded at http://desai.ugr.es/~eaguirre/researh/Videos.htm
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Figure 16: Along the orridor searhing for door d2. Figure 17: Crossing door d2.8 ConlusionsIn this work we have presented a multi-agent system that employs both visual information andrange information to ontrol the navigation task of a mobile robot in o�e-like environments.The system is organized in a three-layer arhiteture onsisting of several agents that share theresponsibility to ahieve the navigation task. This is performed by means of four skills: a) detetdoors in rooms, b) detet doors in orridors, ) lead the robot towards a door and d) ross adoor. The system is �exible to the addition of new agents, skills and behaviours and it an beadapted to other types of robots beause of the standard hardware employed in this work.The environment is represented using a topologial map where nodes represent distinguishedplaes and ars join them. Besides eah door an arti�ial landmark has been plaed onsistingin a retangular border with digits inside to aid the robot to identify the door. The landmarksdesigned are easy to make with a normal text editor �tting in an A4 paper and their plaementan remain disreetly in the environment. The landmarks and the digits are reognized usingtrained neuronal networks ahieving high suess rates.A high level of abstration agent generates the plan and passes it to the middle layer thattranslate it into a sequene of available skills. A visual agent that uses fast algorithm for imageproessing is able to maintain the amera foussed on the landmark using the PTU to indiatethe straight diretion to the door. A navigation agent that uses range information implementsfuzzy behaviours to manage the underlying vagueness and unertainty and allows to move therobot safely in the environment. It an guide the robot towards the landmark of the door, avoidthe obstales, follow walls, ross doors and move the robot along a orridor. The experimentsarried out in our o�e-like environment show that the system is able to safely navigate andaomplish the desired navigation plan.As future work we plan to replae Vision agent for other that diretly detet doors based onits shape and thus, remove the arti�ial landmarks.Referenes[1℄ E. Aguirre and A. González. Fuzzy behaviors for mobile robot navigation: Design, oordi-nation and fusion. International Journal of Approximate Reasoning, 25:255�289, 2000.16
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