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Biological and natural processes have been influencing the methodologies in science and technology since a long time ago. The work of Wiener in cybernetics was influenced by feedback control processes observable in biological systems; McCulloch and Pitts’ description of the artificial neuron was seeded from mathematical biology and electronics; the idea of "survival of the fittest" inspired the whole field of genetic algorithms and nowadays, the natural immune system is being considered as a source of inspiration for networks security.

From bacteria to humans, biological entities often engage on a rich repertoire of social interaction that could range from altruistic cooperation through open conflict. A paradigmatic case of social interaction is “cooperative problem solving”, where a group of autonomous entities work together to achieve a certain goal. Examples of Nature-inspired coordination/cooperation algorithms may be found in: Ants Colonies, Artificial immune systems, Amorphous computing, Evolvable systems, Membrane computing, Quorum computing, Self assembly, Swarm intelligence, etc.

The purpose of the Workshop on Nature-Inspired Cooperative Strategies for Optimization (NICSO) is to extend investigations into emerging new areas inspired by nature, both at biological (i.e. micro) and behavioral (i.e. macro) levels for visionary concepts of information processing and architectures that, in turn, foster the role of cooperation/collaboration mechanisms in the context of problem solving.
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Plenary Talks
The biological principles of swarm intelligence

Guy Theraulaz

CNRS UMR 5169
Centre de Recherches sur la Cognition Animale
Université Paul Sabatier, 118, route de Narbonne
31062 Toulouse Cedex 4, France
theraula@cict.fr

The ecological success of social insects in general, and of many species of ants in particular, has been the starting point of a lot of ethological and theoretical studies. The focus of these studies has been, for instance, the organization of collective foraging activities, the division of labor inside a colony, the formation of complex tunneling networks, the clustering of brood items and corpses, or the collective building processes.

Experimental and theoretical investigations have suggested that self-organization, that is, the spontaneous emergence of a global order from local interactions and some degree of randomness at the individual level constitutes a plausible explanation to a wide range of collective phenomena without reference to any kind of central control or regulation: social insect colonies are collectively intelligent entities, the constituent units of which may be very simple and lack the sort of intelligence that emerges at the global level.

Many aspects of the "swarm intelligence" of social insects can be understood in terms of non-linear interactions between relatively simple individuals. More precisely, stigmergy and self-organization are the right concepts to describe a lot of instances of collective behaviors. These last ten years, numerous models of collective behaviors in social insects have provided powerful tools to solve engineering problems. These artificial swarm intelligent systems have been applied to many combinatorial optimization problems and dynamical optimization problems and they proved to be very efficient.

Here, I will review some of the basic coordination mechanisms used by social insects to collectively take a decision or build complex nests or networks architectures. Particular attention will be given to the way information is processed by a colony and how robust and efficient designs emerge as a consequence of self-organized activities.
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Learning from Bacteria about Self-Organization

Eshel Ben Jacob

School of Physics and Astronomy
Tel Aviv University
69978 Tel Aviv, Israel
eshel@tamar.tau.ac.il

A typical bacterial colony consists of numbers of bacteria exceeding the population of people on earth. I will present some of the remarkable patterns formed during colonial self-organization when the bacteria are exposed to versatile growth conditions mimicking the ones they are likely to encounter in Nature. I will then explain some of the simple yet ingenious methods invented by the bacteria for developing the incredible diversity of observed complex patterns.

It is now understood that bacteria can utilize intricate communication capabilities (e.g. quorum-sensing, chemotactic signaling and plasmid exchange) to cooperatively form (self-organize) complex colonies with elevated adaptability - the colonial pattern is collectively engineered according to the encountered environmental conditions. Bacteria do not genetically store all the information required for creating all possible patterns. Instead, additional information is cooperatively generated as required for the colonial self-organization to proceed.

In other words, the colony architecture is not created by a blue-print design according to a pre-stored detailed plan, but instead through a process of biotic self-organization. The elements (bacteria) store the information for creating the needed "tools" and the guiding principles needed for the colonial self-organization. Additional information is cooperatively generated as the organization proceeds following external stimulations. The outcome is an adaptable complex system that can perform many tasks, learn and change itself accordingly.

We can learn from bacteria self-organization to develop a new approach to construct man-made systems too complex for design. The idea is to let many collections of elements self-organize in a pre-engineered environment with which they can exchange information.
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Artificial Immune Systems and Their Applications

Xiao-Zhi Gao
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As we know, natural immune systems are complex and enormous self-defense systems with the remarkable capabilities of learning, memory, and adaptation [1]. Artificial Immune Systems (AIS), inspired by the natural immune systems, are an emerging kind of soft computing methods [2]. With the distinguishing features of pattern recognition, anomaly detection, data analysis, and machine learning, the AIS have recently gained considerable research interest from different communities [3]. Their successful industry applications include anomaly detection, optimization, fault diagnosis, pattern recognition, etc. [4].

This plenary talk focuses on the recent advances in the theory and applications of the AIS study, which consist of three main parts, as shown in Fig. 1.

![Diagram](image)

**Fig. 1.** Plenary talk on artificial immune systems and their applications

In the first part, we present the basic principles of the natural immune systems. A brief overview of the AIS is next given in the second part. The third part discusses three typical artificial immune systems, i.e., artificial immune networks, Clonal Selection Theory (CST), and Negative Selection Algorithm (NSA). Several representative artificial immune networks
models, such as the aiNet and RLAIS, together with their applications in data clustering are investigated. The fundamentals of the CST for engineering optimization will be explained as well [5]. We are also going to explore the essential principles of the NSA, and further present how to employ it in the area of fault diagnosis. Moreover, a few novel NSA-based fault diagnosis approaches are demonstrated [6].

Finally, we point out some future research topics of the AIS with applications. The promising fusion of the AIS and other soft computing methods, e.g., neural networks, fuzzy logic, and genetic algorithms, is especially emphasized.
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Parallelizing Nature Inspired Optimization Methods

Enrique Alba Torres
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Optimization, search, and learning are healthy fields targeted to find efficient solutions and algorithms to solve problems either in the academia and the industry. As the solved problems became harder, a need for very efficient tools arose in computer science. One way to deal with this new requested efficiency is to use several computers to solve the same problem, either by using shared memory multiprocessors, clusters of machines or the Internet itself (also in grid). This talk will include some introduction to the field of parallelizing nature inspired methods and will develop on important issues like exact versus heuristic algorithms, software tools, redefinition of metrics, and a set of illustrating examples to give the audience a brief state of the art in parallelism and optimization algorithms.

The talk will start by offering a wide definition of optimization through the utilization of nature inspired algorithms like genetic algorithms, simulated annealing, ant colony systems and some other methods using natural metaphors to solve complex problems. In addition to pointing out the difficulties and advantages of dealing with parallel techniques, we will go through different facts occurring in the field of parallelization at least including the following ones:

1. Model and implementation are different
2. Metrics need a revision
3. Superlinear speedup is a fact
4. Heterogeneity is a must nowadays
5. The experimental setup is important
6. Algorithms are software
7. Other facts

In every case, we will include examples illustrating the different milestones that researchers must face when working in parallel algorithms. Relevant books and projects will be briefly outlined, and a final discussion on applications will complete the presentation. Among the applications, combinatorial optimization, numerical continuous problems, telecoms, bioinformatics, and neural networks design will reveal the true challenges open to researchers, and how parallel techniques can really endorse the creation of new techniques able of unseen efficiency and accuracy.
NiSIS: A European Concerted Action for Nature-inspired Smart Information Systems

Davide Anguita
DIBE - Dept. of Biophysical and Electronic Eng.
University of Genoa
Via Opera Pia 11A, 16145, Genoa, Italy
Davide.Anguita@unige.it

In recent years, biological and natural processes have been influencing the methodologies in science and technology in an increasing manner. Thus, the work of Wiener in cybernetics was heavily influenced by feedback control processes observable in biological systems. McCulloch and Pitts description of the artificial neuron was seeded from mathematical biology and electronics. Watson and Cricks description of the DNA molecule and the subsequent immense strides now being made in genomics offer similar possibilities for advances. Also, there is a deepening knowledge of natural immunological systems which are able to recognise and eliminate foreign bodies, thus providing an obvious paradigm for vital future security methodologies for advanced information networks.

NiSIS is a European Project under the Co-ordinated Action (CA) scheme with the following overall mission aims:

to co-ordinate multi-disciplinary studies and research endeavours into the development and utilisation of intelligent paradigms in advanced information systems design.

Information systems manipulate and transmit/receive data in such a manner as to convey information and knowledge between humans and machines. They have across-scale magnitudes of components and complexity in size and behaviour. Intelligent (Information) Systems must be able to learn and adapt on-line by either updating parameters or structures of the system in a stable and reliable manner. To extend investigations into emerging new areas inspired by nature, both at biological (i.e. micro) and behavioural (i.e. macro) levels for visionary concepts of information processing and architectures. Under this mission statement, the main objectives of NiSIS are to:

- Encourage cross-disciplinary team-based thinking to cross-fertilise engineering and life science understanding into advanced inter-operable systems.
- Progress the theme of adaptivity beyond curiosity and basic earlier engineering concepts and theory, via the spur of naturally-occurring phenomena and self-emergent systems.
- Elaborate the themes of hierarchy, modularity, redundancy, learning capacity etc in pursuit of greater robustness and reliability against uncertainties, time-variations and fault conditions for large information systems.
- Incorporate the large body of knowledge on systems dynamics, modelling and identification/estimation into hybrid structures based on intelligent paradigms.
- Develop a Taxonomy and Strategic Roadmap to describe the state-of-the-art knowledge in the different disciplines about intelligent systems and to signpost a future for inte-
gration of deeper nature-inspired concepts into smart devices and systems. This aims to prepare for long term goals leading beyond FP6.

- Provide training and education across the relevant disciplines via workshops, symposia, Best Practice Guidelines etc.
- Foster Technology Transfer via competitive team-based feasibility Workshops on realistic benchmarking problems.
- Co-ordinate the Project with a management structure which fosters cross-disciplinary endeavours via Focus Groups, Task Forces on innovative concepts, Annual symposia etc.
- Grow a new set of teams/groups via recruitment of new partners/partners steadily over 3 years, with a target of about 100 actively participating members.
- Encourage promising young researchers in the field, spin-off ventures and SME via interchange of students and researchers using Web-based material and short Schools providing expertise transfer.
- Establish links with other scientific projects and organisations, such as EU Networks of Excellence, which are working in the generic field of intelligent systems, via Web-site data and information.

At the core of the project is a set of three major research areas via which the partners deliver the scientific and technological contributions to the programme. The three research areas (called Focus Groups) are:

- NiDT: Nature-inspired Data Technologies
- NiN: Nature-inspired Networks
- NIMOC: Nature-inspired Systems Modelling, Optimization and Control

In addition to the three Focus Groups a TTE (Technology transfer, Training and Education) Group gives added-value in terms of cross-disciplinary instruction and motivation for an upcoming generation of young researchers as well as for the dissemination and standardization. It also provides the necessary technology transfer, training and education in order to promote the area and enlarge the domain of potential users. The overall integration of the project results is overseen by an ITB (Integrated Technology Board).

Every European institution with goals and activities which are related to NiSIS can apply to become a Partner. All Partners are represented by contact persons and by participating researchers. An applying Partner should complete a questionnaire related to its competencies in nature-inspired systems research, a description of the institution as well as a summary of the work performed in the area of NiSIS and its choice and motivation to join an NiSIS group. Partner applications are approved by the Steering Committee taking into consideration the advice of the relevant group.

Everybody interested in NiSIS activities may register on the mailing list. More information is available on the project web site: [www.nisis.de](http://www.nisis.de)
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Natural Behavior Based Metaheuristics for the Vehicle Routing Problem with Time Window

Rodrigo A. Garrido\textsuperscript{1} and Zdenko Koscina\textsuperscript{1}
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Santiago, Chile
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Abstract. This paper presents a comparison between two metaheuristics based on Adaptive Memory: Ant Colony Optimization and Tabu Search with Adaptive Memory. These metaheuristics are especially adequate for solving network optimization problems where a shortest path search is a critical step. The metaheuristics were tested on a set of benchmark instances of the Vehicle Routing Problem with Time Windows – a well known NP-complete problem. Both metaheuristics found solutions competitive with the best solutions published in the literature for the studied instances. The numerical results showed no dominance (in a Pareto sense) of either metaheuristics. While Ant Colony Optimization method was more efficient at minimizing the number of vehicles, the Tabu Search with Adaptive Memory was better at minimizing the total traveled distance. The results suggest that a hybrid method that captures the best of each metaheuristic could be successful in the solution of these type of network optimization problems.

1 Introduction

One of the most appealing problems in combinatorial optimization and its consequent application in logistics is the Vehicle Routing Problem (VRP), first formulated in the 50’s by [5], where a homogeneous fleet of vehicles, based on e central depot, serves a set of geographically dispersed customers, each one with a demand for a certain commodity. The VRP is that of finding the set of routes that starts and end at the depot and satisfy all the customers’ demands at minimum cost. The solution must obey constraints such as vehicles autonomy and capacity. This problem is known to be NP-complete, i.e., it has not yet been found an efficient algorithm to solve it within "reasonable" computation time for general cases. One of the most interesting extensions to the VRP is its time-constrained version called Vehicle Routing Problem with Time Windows (VRPTW). In this extension, each customer specifies earliest and latest times at which the vehicles can provide service. This problem, being a generalization of the VRP it is also an NP-complete problem, and most real-world applications cannot be solved optimally.

From the solution viewpoint, the VRPTW is a multiobjective problem. Typical objectives to optimize are: the number of vehicles to use, total traveled distance, total routing time and waiting time. The most common approach to its solution has traditionally been through a hierarchical structure, usually with the number of vehicles at the top hierarchy,
followed by the traveled distance.

Two types of approaches have been used to solve the VRPTW: exact optimizing methods and approximation heuristics. The former has been the preferred approach by theoreticians whereas the latter has been the choice of applied scientists. Most of the real-world applications of the VRPTW (e.g. in urban logistics or military deployments) have a size that precludes the use of optimizing methods. Consequently, there has been a raising interest in developing heuristics that can find a good solution in a reasonable amount of time, even though it is not necessarily the optimum.

In the recent years, a new breed of general scope heuristics (metaheuristics) based on natural behavior has emerged. These metaheuristics try to copy some of the successful strategies followed by animals in search for food. Some of these approaches can be categorized as adaptive memory programming. This umbrella broadly covers metaheuristics, such as Tabu Search, Scatter Search, Genetic Algorithms, Ant Colonies among others [18], when their search power is improved by taking advantage of a learning process in which memory plays a vital role. These metaheuristics share the following three characteristics (also found in the animal kingdom): they memorize characteristics of the generated solutions during the search process, they create initial solutions from memory stored information, and third, they apply a local search to improve the initial solution.

This paper presents a comparative study of two of the most promising AMP metaheuristics: Tabu Search with Adaptive Memory (TSAM) and Ant Colony Optimization (ACO). The ACO method [9], [10] is inspired by the behavior of ants in finding paths from the colony to food. The TSAM is an advance form of TS that embodies a framework that includes long term memory with associated intensification and diversification strategies thus exploiting a collection of strategic memory components. The thrust that gives these methods their distinctive character is the systematic use of adaptive memory — in contrast to memoryless approaches (e.g. simulated annealing).

The comparison is made on the basis of their performance on a set of standard test problems with known solution and their qualitative ability to solve real-world instances.

2 Solution Approaches

Due to the complexity of the VRPTW, most of the solution approaches have been based on heuristic methods. These heuristics can be grouped into three categories: construction heuristics [2], local search [4] and metaheuristics [3]. There are however, other heuristics that do not belong to these broad categories but have received much less attention from the specialized literature, such as the optimization based heuristics [13] and asymptotically optimal heuristics [1]. A metaheuristic is a heuristic method for solving a general class of computational problems by combining user designed procedures - usually heuristics- efficiently.

One disadvantage of some traditional heuristics and metaheuristics is their inability to escape from local optima. This feature usually leads to poor solutions because the solver
gets “trapped” in a local optimum and no further search is done in different regions where a better solution may lay. For this reason several extensions to these heuristics have emerged. These extensions allow intensification and diversification strategies to both explore good solutions in a neighborhood of an available solution and elsewhere. These new (or improved) metaheuristics are in the frontier of operations research and artificial intelligence. Unfortunately there is no general dominance among the various available metaheuristics to solve NP-complete problems, even within sets of similar instances [15]. Therefore we chose to implement two of the most promising alternatives for the problem at hand: the Tabu Search with Adaptive Memory (TSAM) and Ant Colony Optimization (ACO) which are described below. The TSAM performance on vehicle routing with soft time windows was proven successful by [17]; the ACO showed excellent performance in dynamic vehicle routing problems [14].

3 A natural approach to the search for shortest paths

3.1 The Ant Colony Optimization Heuristic

The attempt to develop algorithms inspired by behavioral aspects of natural species has led to study the ants’ behavior in search for shortest paths. That is the scope of the so called ant colony optimization method (ACO), the most successful and widely recognized algorithmic technique based on natural species behavior [8]. The idea of the ant colony algorithm is to mimic this behavior with "simulated ants" walking around a graph representing the problem to solve.

ACO algorithms have been used to produce near-optimal solutions to the traveling salesman problem. They have an advantage over simulated annealing and genetic algorithm approaches when the graph may change dynamically; the ant colony algorithm can be run continuously and adapt to changes in real time. This is of interest in network routing and urban transportation systems. ACO uses several agents to scout the solution space in search for productive regions.

There are many implementations of ACO algorithms. We implemented the version called Ant Colony System (ACS) put forward by [6] as an improvement to the original version by [7]. The iterative procedure is as follows: at each iteration $m$ ants build a tour moving from one point in space to another. When an ant $k$ finds a node, it randomly selects the next node to visit, favoring arcs with a higher concentration of pheromone. When the ant $k$ is located at node $i$, it chooses the next node $j$ to visit in a pseudo-random manner: with probability $q$ the node with the highest value of $\tau_{ij} \cdot [\eta_{ij}]^{\beta}$ will be selected, and with probability $(1-q)$ the node $j$ is chosen according with the following function:

$$p_{kj}^k = \frac{\tau_{ij} \cdot [\eta_{ij}]^{\beta}}{\sum_{l \in N_k^i} \tau_{il} \cdot [\eta_{il}]^{\beta}}$$  \hspace{1cm} (1)$$

where $N_k^i$ represents the set of nodes adjacent to node $i$ not yet visited by the ant $k$; $\tau_{ij}$ is the amount of pheromone in arc $(i, j)$; $\eta_{ij}$ is the inverse of the distance of arc $(i, j)$, and $\beta$ is a
control parameter. The parameter $q$ controls the degree of intensification and diversification.

Only the ant who found the best tour is allowed to lay pheromone on the traveled arcs as follows:

$$\Delta \tau_{ij} = \begin{cases} 
\frac{1}{L} & \text{if } (i, j) \in T \\
0 & \text{otherwise}
\end{cases}$$

where $T$ represents the best tour found and $L$ is the length of that tour.

The pheromone is evaporated on-line, i.e., each time an ant selects an arc, a local evaporation takes place according to the following expression:

$$\tau_{ij} = (1 - \rho) \cdot \tau_{ij} + \rho \cdot \tau_0$$

where $\rho$ is a control parameter such that $0 \leq \rho \leq 1$. This local evaporation decreases the concentration at arc $(i, j)$ (note that it could also increase it if $\tau_0$ is big enough). A decreasing concentration on a path also decreases its probability of being chosen by other ants in subsequent iterations.

[9] extend the ACO metaheuristics considering two ant colonies working in parallel exchanging information with a central system that directs the search. This heuristic is called Multiple Ants colony System (MACS). One colony works in minimizing the total traveled distance, while the other one attempts to minimize the number of routes.

Computationally, there is a cost to be paid for using two colonies instead of one, but in all the cases the extra cost is rewarded with better solutions with a moderate increase in the execution time. We performed a comparison between implementations with one and two colonies. As an example, Table 3.1 shows a comparison between an implementation with one colony that minimizes both the number of vehicles and the traveled distance, against a two-colonies implementation where one colony minimizes the number of vehicles while the other minimizes the traveled distance, on the Solomon’s groups of instances R1 and R2 with 100 customers (see section 4.1 for a description). Although the time required for finding the solution with two colonies is about twice that of the single-colony implementation, the absolute values of the execution time are rather small but the solution improves significantly. Consequently, the ACO tested in this paper is the MACS.

**Table 1.** Comparison of ACO heuristics with one and two colonies on the Solomon’s groups R1 and R2.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Instance</th>
<th>Vehicles</th>
<th>Distance</th>
<th>Comp. time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Colony</td>
<td>R1</td>
<td>14.42</td>
<td>1573.39</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>R2</td>
<td>3.64</td>
<td>1539.57</td>
<td>1.32</td>
</tr>
<tr>
<td>2 Colonies</td>
<td>R1</td>
<td>13.17</td>
<td>1368.45</td>
<td>2.46</td>
</tr>
<tr>
<td></td>
<td>R2</td>
<td>3.09</td>
<td>1294.27</td>
<td>2.64</td>
</tr>
</tbody>
</table>
3.2 Tabu Search with Adaptive Memory

The word *tabu* comes from Tongan (the language of aborigines of an island in Polynesia); according to Captain James Cook, things that are *forbidden to be eaten, or made use of, they say, that it is taboo* (Marra, 1777).

Tabu Search (TS) methods employ responsive exploration, which integrates the basic principles of intelligent search by exploiting good solution features, while at the same time exploring new promising regions. The TS approach implemented in this research is that of [17], who combined the standard methods of TS with a powerful technique of probabilistic intensification/diversification that falls within the umbrella of adaptive memory programming [18]. The original approach was designed for solving the VRP with Soft Time Windows and hence, this section described an adaptation of it to our problem with hard time windows. Adaptive memory (AM) is based on principles of reinforced learning. AM is implemented here as a list that contains a set of routes extracted from the best solutions found at any stage during the TS algorithm. Its purpose is to provide new initial solutions for the TS. All the routes belonging to a given solution are stored sequentially in the AM list, according to the value of their objective function. Thus, the best solution routes are stored in the first positions of the memory. The AM list is initialized with a set of \( p \) feasible solutions. At each iteration, a new solution is assembled for the TS by combining the routes in the AM list. At the end of the TS the AM list is updated. The effect of the AM on the TS performance has been shown to be successful on the Solomon’s instances [12].

4 Computational Results

4.1 Benchmark Instances

The two metaheuristics described above (MACS and TSAM) were tested on two groups of instances:

- **Medium Size**: the 56 Solomon’s instances with 100 customers [16]. These instances cover six types of problems according to the characteristics of their constraints and the spatial arrangements of the customers. Thus, there are instances with tight time window and capacity constraints (groups C1, RC1 and R1), as well as those with more slackness (groups C2, RC2 and R2). Groups C1 and C2 have customers arranged in clusters over the region, whereas groups R1 and R2 present customers uniformly distributed over the region. Groups RC1 and RC2 present a mixture of these spatial arrangements.
- **Large Size**: Homberger’s instances with 200, 400, 600, 800 and 1000 clients [11]. The nomenclature is analogue to that of the Solomon’s instances.

4.2 Results for the MACS heuristic

The parameters used for the MACS implementation were \( m = 10; q=0.9; \beta = 2.0 \) y \( \rho = 0.1 \). The experiments were executed on a single processor Pentium IV 2,400 Mhz. Each run consisted of 400 iterations. Table 2 shows the average results for the Solomon’s instances. The first row indicates the type of problem and in parenthesis the number of instances belonging to that group on which the average was computed.
Table 2. Average results for the MACS heuristic on the Solomon instances

<table>
<thead>
<tr>
<th>Group</th>
<th>Vehicles</th>
<th>Distance</th>
<th>Vehicles</th>
<th>Distance</th>
<th>Comp. Time (min.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1(9)</td>
<td>10.00</td>
<td>828.38</td>
<td>10.00</td>
<td>891.38</td>
<td>2.00</td>
</tr>
<tr>
<td>C2(8)</td>
<td>3.00</td>
<td>589.86</td>
<td>3.00</td>
<td>677.09</td>
<td>1.94</td>
</tr>
<tr>
<td>R1(12)</td>
<td>11.92</td>
<td>1209.89</td>
<td>13.17</td>
<td>1368.45</td>
<td>2.46</td>
</tr>
<tr>
<td>R2(11)</td>
<td>2.73</td>
<td>951.91</td>
<td>3.09</td>
<td>1294.27</td>
<td>2.64</td>
</tr>
<tr>
<td>RC1(8)</td>
<td>11.50</td>
<td>1384.16</td>
<td>12.50</td>
<td>1505.72</td>
<td>4.70</td>
</tr>
<tr>
<td>RC2(8)</td>
<td>3.25</td>
<td>1119.35</td>
<td>3.38</td>
<td>1402.12</td>
<td>4.87</td>
</tr>
</tbody>
</table>

The MACS heuristic presents an acceptable performance on the 100-customers Solomon’s instances. The average deviation from the best published solutions is 7.83% for the number of vehicles and 18.51% for the traveled distance. In four of the 56 instances (C101, C105, C107 and C201), the MACS heuristic matched the best solution reported in the literature. Table 2 also shows that the best performance is reached in problems of type 1 (C1, R1 and RC1) where the time windows and capacity constraints are tight. The performance of this heuristic loses power when there is abundant slack in the constraints. In addition, when the customers are clustered together the MACS heuristic yields better results than when the customers are randomly scattered throughout the region. The average computation time over the whole range of instances is about 3 min., which is fairly good for a single processor with moderate speed (2.4 GHz).

Table 3. Average results for the MACS heuristic on the Homberger instances

<table>
<thead>
<tr>
<th>Group</th>
<th>Vehicles</th>
<th>Distance</th>
<th>Vehicles</th>
<th>Distance</th>
<th>Comp. Time (min.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1-2-1</td>
<td>19</td>
<td>5,024.65</td>
<td>21</td>
<td>6741.44</td>
<td>10.13</td>
</tr>
<tr>
<td>R1-4-1</td>
<td>38</td>
<td>11,084.00</td>
<td>40</td>
<td>37900.95</td>
<td>68.17</td>
</tr>
<tr>
<td>R1-6-1</td>
<td>59</td>
<td>21,131.09</td>
<td>61</td>
<td>40537.08</td>
<td>219.36</td>
</tr>
<tr>
<td>R1-8-1</td>
<td>79</td>
<td>39,612.20</td>
<td>81</td>
<td>72550.00</td>
<td>507.71</td>
</tr>
<tr>
<td>R1-10-1</td>
<td>100</td>
<td>54,145.31</td>
<td>101</td>
<td>110122.61</td>
<td>989.58</td>
</tr>
<tr>
<td>R2-2-1</td>
<td>4</td>
<td>4,501.80</td>
<td>5</td>
<td>5150.21</td>
<td>10.83</td>
</tr>
<tr>
<td>R2-4-1</td>
<td>8</td>
<td>9,257.92</td>
<td>10</td>
<td>13910.92</td>
<td>68.17</td>
</tr>
<tr>
<td>R2-6-1</td>
<td>11</td>
<td>18,325.60</td>
<td>13</td>
<td>35050.40</td>
<td>199.63</td>
</tr>
<tr>
<td>R2-8-1</td>
<td>15</td>
<td>28,440.28</td>
<td>17</td>
<td>163186.13</td>
<td>444.88</td>
</tr>
<tr>
<td>R2-10-1</td>
<td>19</td>
<td>42,922.56</td>
<td>21</td>
<td>90788.22</td>
<td>855.04</td>
</tr>
</tbody>
</table>

Table 3 shows the results for the MACS heuristic on the large-size group of instances (Homberger’s instances). The MACS performance is rather poor when compared to the best published solutions. For example, for the case R-2-8-1, the found solution is five times bigger than its published counterpart. The average deviation with respect to the best solutions is 11.5% in the number of vehicles and more than twice for the traveled distance. Not only the objective functions are poor but also the computation times are considerably large. In fact, beyond 400 clients, the MACS heuristic is no longer viable in practice. For example,
for the instance R110-1 (1,000 clients) it takes more than 16 hours of CPU in a Pentium IV 2.4GHz).

4.3 Results for the TSAM heuristic

Each instance was ran once with the following parameters: initial solutions = 20; AM’s stopping criterion: 100 updates; AM’s size: 30 solutions; TS stopping criterion: 50 iterations; tabu list: 100,000 routes; tabu tenure 25. These parameters were found to be the most efficient for the type of instances to be solved [12]. Table 4 shows the average results for each Solomon’s instances group. The first row indicates the type of problem and in parenthesis the number of instances belonging to that group on which the average was computed.

Table 4. Average results for the TSAM heuristic on the Solomon instances

<table>
<thead>
<tr>
<th>Group</th>
<th>Vehicles</th>
<th>Distance</th>
<th>TSAM</th>
<th>Best reported solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Vehicles</td>
</tr>
<tr>
<td>C1(9)</td>
<td>10.00</td>
<td>828.38</td>
<td></td>
<td>10.00</td>
</tr>
<tr>
<td>C2(8)</td>
<td>3.00</td>
<td>589.86</td>
<td></td>
<td>3.00</td>
</tr>
<tr>
<td>R1(12)</td>
<td>11.92</td>
<td>1209.89</td>
<td></td>
<td>12.92</td>
</tr>
<tr>
<td>R2(11)</td>
<td>2.73</td>
<td>951.91</td>
<td></td>
<td>3.27</td>
</tr>
<tr>
<td>RC1(8)</td>
<td>11.50</td>
<td>1384.16</td>
<td></td>
<td>13.00</td>
</tr>
<tr>
<td>RC2(8)</td>
<td>3.25</td>
<td>1119.35</td>
<td></td>
<td>3.75</td>
</tr>
</tbody>
</table>

The TSAM heuristic performs well when compared to the best solutions found in the literature with computation times reasonably low (less than three minutes in all the instances). The average deviation from the best published solutions is 9.7% for the number of vehicles and 1.99% for the traveled distance. The quality of the solutions (as compared to the best published solutions) decreases as the constraints become less stringent and the customer distribution becomes random. Indeed, for groups C1 and C2 the TSAM heuristic gives close results to those of the best reported solutions, whereas for the groups R2 and RC2 its performance is worse.

The difference between the best solution reported in the literature and the one found by the TSAM heuristic is more notorious for the Hamberger’s instances (see Table 5). The latter is due to the size of the instances (which translates into a bigger solution’s space). The difference is more pronounced in the instances of type R2, where the constraints are not tight. On the other hand, for the instances R1-2-1 and R2-2-1, the TSAM heuristic finds a solution where the traveled distance is actually smaller than the best published solution, but at the expense of a larger fleet. The Hamberger’s instances show more clearly the difference in computational effort when solving instances with tight constraints in contrast to those with more slack. For example, the instance R110-1 is solved in 3.7 min whereas the instance R210-1 was solved in 45.3 min (both with 1,000 clients).

For the mid-size instances there is no clear winner because there are trade-offs. However, the TSAM heuristic outperforms its MACS counterpart more often. In groups C1, C2
and R1 TSAM dominates MACS, whereas in groups R2, RC1 and RC2 there are trade-offs between both metaheuristics. Nevertheless, in practice, the most relevant cost is always the number of vehicles. Indeed, the direct cost associated to the equipment/fuel plus the depreciation cost is often the dominant term in fleet management accounting. The extent to which these two types of costs differ from each other cannot be analytically determined as is it certainly varies from case to case. If a hierarchical objective function were considered, where the first objective is the number of vehicles, the MACS metaheuristic would outperform the TSAM in the groups R2, RC1 and RC2. Even though the percentage of differences in computation times for the Solomon’s instances seem vastly favorable to the TSAM metaheuristic, the absolute values are quite modest. In fact, less than three minutes of difference for the whole solution (100 customers) is not relevant from a practical viewpoint.

The performance of both metaheuristics on the Homberger’s instances show more differences. In fact, this comparison suggests that the MACS implementation is not efficient for large instances. Indeed, the computation time and the quality of the results (see tables 3 and 5) are most favorable to the TSAM implementation.

From a practical standpoint, the best heuristic should also be flexible enough to be able to incorporate side constraints without adding high complexity to the procedure. This is the case in most real-world applications where the assumptions of the VRPTW are sometimes too rigid. One of the most common violations of the original assumptions is the use of a heterogeneous fleet. In this flank the MACS metaheuristic outperforms the TSAM due to the simplicity in the heuristics modification. In fact, a great variety of side constraints can be incorporated at a moderate cost in the MACS heuristic when the set of feasible customers is defined \( N^k_i \) during the construction phase new active ant for the k-eth ant at node i. The characteristics of the vehicle are incorporated each time the ant leaves a node to begin a new route. This inclusion is considerable more difficult in the TSAM metaheuristic adding more complexity to the search. Indeed, the local search in the TS scheme becomes considerably more time consuming.

### Table 5. Average results for the TSAM heuristic on the Homberger’s instances

<table>
<thead>
<tr>
<th>Group</th>
<th>Vehicles</th>
<th>Distance</th>
<th>Vehicles</th>
<th>Distance</th>
<th>Comp. Time (min.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1-2-1</td>
<td>19</td>
<td>5,024.65</td>
<td>22</td>
<td>4,781.56</td>
<td>0.22</td>
</tr>
<tr>
<td>R1-4-1</td>
<td>38</td>
<td>11,084.00</td>
<td>41</td>
<td>11,249.12</td>
<td>0.47</td>
</tr>
<tr>
<td>R1-6-1</td>
<td>59</td>
<td>21,131.09</td>
<td>61</td>
<td>26,809.18</td>
<td>1.63</td>
</tr>
<tr>
<td>R1-8-1</td>
<td>79</td>
<td>39,612.20</td>
<td>82</td>
<td>47,455.99</td>
<td>2.73</td>
</tr>
<tr>
<td>R1-10-1</td>
<td>100</td>
<td>54,145.31</td>
<td>101</td>
<td>75,515.78</td>
<td>3.67</td>
</tr>
<tr>
<td>R2-2-1</td>
<td>4</td>
<td>4,501.80</td>
<td>5</td>
<td>4,171.49</td>
<td>9.27</td>
</tr>
<tr>
<td>R2-4-1</td>
<td>8</td>
<td>9,257.92</td>
<td>9</td>
<td>10,008.81</td>
<td>18.73</td>
</tr>
<tr>
<td>R2-6-1</td>
<td>11</td>
<td>18,325.60</td>
<td>13</td>
<td>20,647.20</td>
<td>35.30</td>
</tr>
<tr>
<td>R2-8-1</td>
<td>15</td>
<td>28,440.28</td>
<td>18</td>
<td>33,627.88</td>
<td>47.38</td>
</tr>
<tr>
<td>R2-10-1</td>
<td>19</td>
<td>42,922.56</td>
<td>21</td>
<td>57,766.59</td>
<td>45.32</td>
</tr>
</tbody>
</table>
5 Final Remarks and Future Research Lines

We tested the performance of two metaheuristics to solve the vehicle routing problem with time windows: the Tabu Search with Adaptive Memory (TSAM) and the multiple Ant Colony System (MACS). These metaheuristics copy aspects of natural behavior such as the search for food in the case of ant colonies and the use of short term/long term memory in the case of TSAM. The metaheuristics were applied to two sets of tests: Solomon’s instances (mid-size) and Homberger’s instances (large-size). Both metaheuristics performed well in most of the mid-size instances when compared in a multi-attribute fashion against the best published solutions. No absolute dominance between them was found. On one hand, the tabu search scheme finds lower traveled distances quicker than the ant colonies implementation; on the other hand the ant colonies implementation find a smaller number of vehicles and presents more flexibility to include side constraints usually found in real-world applications. However, for the large-size instances, the performance of the MACS implementation is rather poor when compared with the TSAM method. We believe that a hybrid scheme that takes advantage of the features of both approaches could perform significantly better than the pure approaches followed in this paper. For instance, the advantage of MACS in clustered settings is remarkable: four instances (C101, C105, C107 y C201) found the same “best solution” reported in the literature with the most sophisticated algorithms. The TSAM's ability to find shorter routes in different regions within the area under study is also remarkable. These findings give hope for an optimal hybridation of both methods.
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Abstract. This paper introduces a new cellular genetic algorithm for solving multiobjective continuous optimization problems. Our approach is characterized by using an external archive to store non-dominated solutions and a feedback mechanism in which solutions from this archive randomly replaces existing individuals in the population after each iteration. The result is a simple and elitist algorithm called MOCell. Our proposal has been evaluated with both constrained and unconstrained problems and compared against NSGA-II and SPEA2, two state-of-the-art evolutionary multiobjective optimizers. For the used benchmark, preliminary experiments indicate that MOCell obtains competitive results in terms of convergence, and it clearly outperforms the other two compared algorithms concerning the diversity of solutions along the Pareto front.

1 Introduction

Most optimization problems in the real world involve the minimization and/or maximization of more than one function. Generally speaking, multiobjective optimization does not restrict to find a unique single solution of a given multiobjective optimization problem (MOP), but a set of solutions called non-dominated solutions. Each solution in this set is said to be a Pareto optimum, and when they are plotted in the objective space they are collectively known as the Pareto front. Obtaining the Pareto front of a given MOP is the main goal of multiobjective optimization. In general, the search spaces in MOPs use to be very large, and evaluating the functions can require a significant amount of time. These features make difficult to apply deterministic techniques and, therefore, stochastic techniques have been widely proposed within this domain. Among them, evolutionary algorithms (EAs) have been investigated by many researchers, and some of the most well-known algorithms for solving MOPs belong to this class (e.g. NSGA-II [10], PAES [12], and SPEA2 [17]).

EAs are especially well-suited for tackling MOPs because of their ability for finding multiple trade-off solutions in one single run. Well-accepted subclasses of EAs are Genetic Algorithms (GA), Genetic Programming (GP), Evolutionary Programming (EP), and Evolution Strategies (ES). These algorithms work over a set (population) of potential solutions (individuals) which undergoes stochastic operators in order to search for better solutions. Most EAs use a single population (panmixia) of individuals and apply the operators to them as a whole (see Fig. 1a). Conversely, there exist the so-called structured EAs, in which the population is decentralized somehow. Among the many types of structured EAs, distributed and cellular models are two popular optimization variants [4,6] (see Fig. 1b and Fig. 1c). In many cases, these decentralized algorithms provide a better sampling of the search space,
resulting in an improved numerical behavior with respect to an equivalent algorithm in panmixia.

In this work, we focus on the cellular model of GAs (cGAs). In cGAs, the concept of (small) neighborhood is intensively used; this means that an individual may only interact with its nearby neighbors in the breeding loop [14]. The overlapped small neighborhoods of cGAs help in exploring the search space because the induced slow diffusion of solutions through the population provides a kind of exploration (diversification), while exploitation (intensification) takes place inside each neighborhood by genetic operations. These cGAs were initially designed for working in massively parallel machines, although the model itself has been adopted also for mono-processor machines, with no relation to parallelism at all. Besides, the neighborhood is defined among tentative solutions in the algorithm, with no relation to the geographical neighborhood definition in the problem space.

cGAs have proven to be very effective for solving a diverse set of single objective optimization problems from both classical and real world settings [1, 2], but little attention has been paid to its use in the multiobjective optimization field. In [13], a multiobjective evolution strategy following a predator-prey model is presented. This is a model similar to a cGA, because solutions (preys) are placed on the vertices of an undirected connected graph, thus defining neighborhoods, where they are ‘caught’ by predators. Murata and Gen presented in [15] an algorithm in which, for an $n$-objective MOP, the population is structured in an $n$-dimensional weight space, and the location of individuals (called cells) depends on their weight vector. Thus, the information given by the weight vector of individuals is used for guiding the search. A metapopulation evolutionary algorithm (called MEA) is presented in [11]. This algorithm is a cellular model with the peculiarity that disasters can occasionally happen in the population, thus dying all the individuals located in the disaster area (extinction). Additionally, these empty areas can also be occupied by individuals (colonization). Thus, this model allows a flexible population size, combining the ideas of cellular and spatially distributed populations. Finally, Alba et al. proposed in [3] cMOGA, the unique cellular multiobjective algorithm based on the canonical cGA model before this work, to the best of our known. In that work, cMOGA was used for optimizing a broadcasting strategy specifically designed for mobile ad hoc networks.

Our proposal is called MOCell, and it is, like in the case of [3], an adaptation of a canonical cGA to the multiobjective field. MOCell uses an external archive to store the non-dominated solutions found during the execution of the algorithm, like many other multiobjective evolutionary algorithms do (e.g., PAES, SPEA2, or cMOGA). However, the main feature characterizing MOCell with respect to these algorithms is that a number of solutions are moved back into the population from the archive after each iteration, replacing randomly selected existing individuals. The contributions of our work can be summarized as follows:
• We propose a new cGA for solving continuous MOPs. The algorithm uses an external archive and a feedback of solutions from the archive to the population.
• The algorithm is evaluated using a benchmark of constrained and unconstrained MOPs.
• MOCell is compared against NSGA-II and SPEA2, two state-of-the-art GAs for solving MOPs.

The rest of the paper is organized as follows. In Section 2, we present several basic concepts on multiobjective optimization. In Section 3, we describe MOCell, our proposal for facing MOPs. Our results are presented and discussed in Section 4. Finally, in Section 5 we give our main conclusions and suggest some future research lines.

2 Multiobjective Optimization Fundamentals

In this section, we include some background on multiobjective optimization. In concrete, we define the concepts of MOP, Pareto optimality, Pareto dominance, Pareto optimal set, and Pareto front. In these definitions we are assuming, without loss of generality, the minimization of all the objectives. A general multiobjective optimization problem (MOP) can be formally defined as follows:

Definition 1 (MOP). Find a vector \( x^* = [x_1^*, x_2^*, \ldots, x_n^*] \) which satisfies the \( m \) inequality constraints \( g_i(x) \geq 0, i = 1, 2, \ldots, m \), the \( p \) equality constraints \( h_i(x) = 0, i = 1, 2, \ldots, p \), and minimizes the vector function \( f(x) = [f_1(x), f_2(x), \ldots, f_k(x)]^T \), where \( x = [x_1, x_2, \ldots, x_n]^T \) is the vector of decision variables.

The set of all values satisfying the constraints defines the feasible region \( \Omega \) and any point \( x \in \Omega \) is a feasible solution. As mentioned before, we seek for the Pareto optima. Its formal definition is provided next:

Definition 2 (Pareto Optimality). A point \( x^* \in \Omega \) is Pareto Optimal if for every \( x \in \Omega \) and \( I = \{1, 2, \ldots, k\} \) either \( \forall i \in I (f_i(x) = f_i(x^*)) \) or there is at least one \( i \in I \) such that \( f_i(x) > f_i(x^*) \).

This definition states that \( x^* \) is Pareto optimal if no feasible vector \( x \) exists which would improve some criterion without causing a simultaneous worsening in at least one other criterion. Other important definitions associated with Pareto optimality are the following:

Definition 3 (Pareto Dominance). A vector \( u = (u_1, \ldots, u_k) \) is said to dominate \( v = (v_1, \ldots, v_k) \) (denoted by \( u \preceq v \)) if and only if \( u \) is partially less than \( v \), i.e., \( \forall i \in \{1, \ldots, k\}, u_i \leq v_i \land \exists i \in \{1, \ldots, k\} : u_i < v_i \).

Definition 4 (Pareto Optimal Set). For a given MOP \( f(x) \), the Pareto optimal set is defined as \( P^* = \{x \in \Omega | \exists x' \in \Omega, f(x') \preceq f(x)\} \).

Definition 5 (Pareto Front). For a given MOP \( f(x) \) and its Pareto optimal set \( P^* \), the Pareto front is defined as \( PF^* = \{f(x) | x \in P^*\} \).

Obtaining the Pareto front of a MOP is the main goal of multiobjective optimization. However, given that a Pareto front can contain a large number of points, a good solution must contain a limited number of them, which should be as close as possible to the exact Pareto front, as well as they should be uniformly spread. Otherwise, they would not be very useful to the decision maker.
3 The Algorithm

In this section we detail first a description of a canonical cGA; then, we describe the algorithm MOCell.

3.1 Cellular Genetic Algorithms

A canonical cGA follows the pseudo-code included in Algorithm 1. In this basic cGA, the population is usually structured in a regular grid of $d$ dimensions ($d = 1, 2, 3$), and a neighborhood is defined on it. The algorithm iteratively considers as current each individual in the grid (line 3). An individual may only interact with individuals belonging to its neighborhood (line 4), so its parents are chosen among its neighbors (line 5) with a given criterion. Crossover and mutation operators are applied to the individuals in lines 6 and 7, with probabilities $P_c$ and $P_m$, respectively. Afterwards, the algorithm computes the fitness value of the new offspring individual (or individuals) (line 8), and inserts it (or one of them) into the equivalent place of the current individual in the new (auxiliary) population (line 9) following a given replacement policy.

After applying this reproductive cycle to all the individuals in the population, the newly generated auxiliary population is assumed to be the new population for the next generation (line 11). This loop is repeated until a termination condition is met (line 2). The most usual termination conditions are to reach the optimal value, to perform a maximum number of fitness function evaluations, or a combination of both of them.

3.2 A Multiobjective cGA: MOCell

In this section we present MOCell, a multiobjective algorithm based on a cGA model. Its pseudo-code is given in Algorithm 1. We can observe that Algorithms 1 and 2 are very similar. One of the main differences between the two algorithms is the existence of a Pareto front (Definition 5) in the multiobjective case. The Pareto front is just an additional population (the external archive) composed of a number of the non-dominated solutions found, since it has a maximum size. In order to manage the insertion of solutions in the Pareto front with the goal of obtaining a diverse set, a density estimator based on the crowding distance (proposed for NSGA-II [10]) has been used. This measure is also used to remove solutions from the archive when this becomes full.
MOCell starts by creating an empty Pareto front (line 2 in Algorithm 2). Individuals are arranged in a 2-dimensional toroidal grid, and the genetic operators are successively applied to them (lines 7 and 8) until the termination condition is met (line 3). Hence, for each individual, the algorithm consists of selecting two parents from its neighborhood, recombining them in order to obtain an offspring, mutating it, evaluating the resulting individual, and inserting it in both the auxiliary population (if it is not dominated by the current individual) and the Pareto front. Finally, after each generation, the old population is replaced by the auxiliary one, and a feedback procedure is invoked to replace a fixed number of randomly chosen individuals of the population by solutions from the archive.

We have incorporated a constrain handling mechanism in MOCell to deal with constrained problems. The mechanism is the same used by NSGA-II [10].

### 4 Computational Results

This section is devoted to the evaluation of MOCell. For that, we have chosen several test problems taken from the specialized literature, and, in order to assess how competitive MOCell is, we decided to compare it against two algorithms that are representative of the state-of-the-art, NSGA-II and SPEA2. Next, we briefly comment the main features of these algorithms, including the parameter settings used in the subsequent experiments.

The NSGA-II algorithm was proposed by Deb et al. [10]. It is characterized by a Pareto ranking of the individuals and the use of a crowding distance as density estimator. We have used Deb’s NSGA-II implementation\(^1\). Specifically, we used the real-coded version of the algorithm and the parameter settings proposed in [10]. A crossover probability of \(p_c = 0.9\) and a mutation probability \(p_m = 1/n\) (where \(n\) is the number of decision variables) are used. The operators for crossover and mutation are SBX and polynomial mutation [9], with distribution indexes of \(\eta_c = 20\) and \(\eta_m = 20\), respectively. The population and archive sizes are 100 individuals. The algorithm stops after 25000 function evaluations.

In Table 1 we show the parameters used by MOCell. A square toroidal grid of 100 individuals has been chosen for structuring the population. The neighborhood used is composed

\(^1\) NSGA-II is available for downloading at: http://www.iitk.ac.in/kangal/soft.htm
Table 1. Parameterization used in MOCell

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>100 individuals (10 × 10)</td>
</tr>
<tr>
<td>Stopping Condition</td>
<td>25000 function evaluations</td>
</tr>
<tr>
<td>Neighborhood</td>
<td>1-hop neighbours (8 surrounding solutions)</td>
</tr>
<tr>
<td>Selection of Parents</td>
<td>binary tournament + binary tournament</td>
</tr>
<tr>
<td>Recombination</td>
<td>simulated binary, ( p_c = 1.0 )</td>
</tr>
<tr>
<td>Mutation</td>
<td>polynomial, ( p_m = 1.0/L )</td>
</tr>
<tr>
<td></td>
<td>( (L = \text{individual length}) )</td>
</tr>
<tr>
<td>Replacement</td>
<td>rep_if_better_individual (NSGA-II crowding)</td>
</tr>
<tr>
<td>Archive Size</td>
<td>100 individuals</td>
</tr>
<tr>
<td>Density Estimator</td>
<td>crowding distance</td>
</tr>
<tr>
<td>Feedback</td>
<td>20 individuals</td>
</tr>
</tbody>
</table>

of nine individuals: the considered individuals plus those located at its North, East, West, South, NorthWest, SouthWest, NorthEast, and SouthEast (see Fig. 1c). We have also used SBX and polynomial mutation with the same distribution indexes as NSGA-II and SPEA2. Crossover and mutation rates are \( p_c = 1.0 \) and \( p_m = 1/L \), respectively.

The resulting offspring replaces the individual at the current position if the latter is better than the former, but, as it is usual in multiobjective optimization, we need to define the concept of “best individual”. Our approach is to replace the current individual if it is dominated by the offspring or both are non-dominated and the current individual has the worst crowding distance (as defined in NSGA-II) in a population composed of the neighborhood plus the offspring. For inserting the individuals in the Pareto front, the solutions in the archive are also ordered according to the crowding distance; therefore, when inserting a non-dominated solution, if the Pareto front is already full, the solution with a worst crowding distance value is removed. Finally, after each iteration, 20 randomly chosen individuals in the population are replaced by the 20 best solutions from the external archive according to the crowding distance (feedback mechanism).

4.1 Test Problems

We have selected for our tests both constrained and unconstrained problems that have been used in most studies in this area. Given that they are widely known, we do not include full details of them here for space constraints. They can be found in the cited references and also in books such as [7] and [8].

SPEA2 was proposed by Zitzler et al. in [17]. In this algorithm, each individual has assigned a fitness value that is the sum of its strength raw fitness and a density estimation based on the distance to the \( k \)-th nearest neighbor. Like in the case of NSGA-II, we have used the authors’ implementation of SPEA2\(^2\). The algorithm is implemented within the framework PISA [5]. However, the implementation of SPEA2 does not contain a constraint-handling management, so we were forced to modify the original implementation for including the same constraint mechanism used in NSGA-II and MOCell. We have used the following values for the parameters. Both the population and the archive have a size of 100 individuals, and the crossover and mutation operators are the same used in NSGA-II, using the same values concerning their application probabilities and distribution indexes. As in NSGA-II, the stopping condition is to compute 25000 function evaluations.

Table 2. Unconstrained test functions

<table>
<thead>
<tr>
<th>Problem</th>
<th>Objective functions</th>
<th>Variable bounds</th>
<th>( n )</th>
</tr>
</thead>
</table>
| Schaffer | \( f_1(x) = x^2 \)  
\( f_2(x) = (x - 2)^2 \) | \(-10^5 \leq x \leq 10^5\) | 1 |
| Fonseca | \( f_1(x) = 1 - e^{-\sum_{i=1}^{n} x_i - \frac{1}{\sqrt{n}}} \)  
\( f_2(x) = 1 - e^{-\sum_{i=1}^{n} x_i + \frac{1}{\sqrt{n}}} \) | \(-4 \leq x_i \leq 4\) | 3 |
| Kursawe | \( f_1(x) = \sum_{i=1}^{n-1} -10e^{-0.2\sqrt{x_i^2 + x_{i+1}^2}} \)  
\( f_2(x) = \sum_{i=1}^{n} (|x_i|^a + 5\sin x_i^b) \); \( a = 0.8; b = 3 \) | \(-5 \leq x_i \leq 5\) | 3 |

Table 3. Constrained test functions

<table>
<thead>
<tr>
<th>Problem</th>
<th>Objective functions</th>
<th>Constraints</th>
<th>Variable bounds</th>
<th>( n )</th>
</tr>
</thead>
</table>
| Schaffer | \( f_1(x) = -((25x_1 - 1)^2 + (x_2 - 2)^2 + (x_1 - 1)^2(x_2 - 4)^2 + (x_1 - 1)^2) \) | \( g_1(x) = 0 \leq x_1 + x_2 - 2 \)  
\( g_2(x) = 0 \leq 6 - x_1 - x_2 \) | \( 0 \leq x_1, x_2 \leq 10 \) | 6 |
| Fonseca | \( f_1(x) = x_1 \)  
\( f_2(x) = x_2 \) | \( g_1(x) = 0 \leq 2 - x_1 + x_2 \)  
\( g_2(x) = 0 \leq x_1 + 3x_2 \) | \( 0 \leq x_1 \leq 5 \) | 6 |
| Kursawe | \( f_1(x) = 1 - e^{-\sqrt{x_i^2 + x_{i+1}^2}} \sin(6\pi x_i) \) | \( g_3(x) = 0 \leq 4 - (x_3 - 3)^2 - x_4 \)  
\( g_4(x) = 0 \leq (x_5 - 3)^2 + x_6 - 4 \) | \( 0 \leq x_6 \leq 10 \) | 8 |
| Tanaka | \( f_1(x) = x_1 \)  
\( f_2(x) = x_2 \) | \( g_1(x) = -x_1^2 - x_2^2 + 1 \)  
\( 0.1 \cos(16 \arctan(x_1/x_2)) \leq 0 \)  
\( x_2 - 0.5)^2 \leq 0.5 \) | \(-\pi \leq x_1 \leq \pi\) | 2 |
| ConstrEx | \( f_1(x) = x_1 \)  
\( f_2(x) = (1 + x_2)/x_1 \) | \( g_1(x) = x_2 + 9x_1 \geq 6 \)  
\( g_2(x) = -x_2 + 9x_1 \geq 1 \) | \( 0.1 \leq x_1 \leq 1.0 \)  
\( 0 \leq x_2 \leq 5 \) | 2 |
| Srinivas | \( f_1(x) = (x_1 - 2)^2 + (x_2 - 1)^2 \)  
\( f_2(x) = 21 - x_1^2 - (x_2 - 1)^2 \) | \( g_1(x) = x_1^2 + x_2^2 \leq 225 \)  
\( g_2(x) = x_1 - 3x_2 \leq -10 \) | \(-20 \leq x_1 \leq 20\) | 2 |

The selected unconstrained problems include the studies of Schaffer, Fonseca, and Kursawe, as well as the problems ZDT1, ZDT2, ZDT3, ZDT4, and ZDT6. Their formulation is provided in Table 2. The constrained problems are Oszyczka2, Tanaka, Srinivas, and ConstrEx. They are described in Table 3.

4.2 Performance Metrics

For assessing the performance of the algorithms on the test problems, two different issues are normally taken into account: (i) minimize the distance of the Pareto front generated by the proposed algorithm to the exact Pareto front, and (ii) to maximize the spread of solutions found, so that we can have a distribution of vectors as smooth and uniform as possible. To determine the first issue it is usually necessary to know the exact location of the true Pareto front.
front; in this work we have obtained these fronts using an enumerative search strategy, and they are publicly available at http://neo.lcc.uma.es/software/esam (an exception are the ZDTx problem family, whose fronts can be easily computed because their solutions are known).

- **Generational Distance** This metric was introduced by Van Veldhuizen and Lamont [16] for measuring how far the elements are in the set of non-dominated vectors found so far from those in the Pareto optimal set, and it is defined as:

  \[
  GD = \sqrt{\frac{\sum_{i=1}^{n} d_i^2}{n}},
  \]

  where \( n \) is the number of vectors in the set of non-dominated solutions, and \( d_i \) is the Euclidean distance (measured in objective space) between each of these solutions and the nearest member of the Pareto optimal set. It is clear that a value of \( GD = 0 \) means that all the generated elements are in the Pareto optimal set. In order to get reliable results, non-dominated sets are normalized before calculating this distance measure.

- **Spread** The **Spread** metric [10] is a diversity metric that measures the extent of spread achieved among the obtained solutions. This metric is defined as:

  \[
  \Delta = \frac{d_f + d_l + \sum_{i=1}^{N-1} |d_i - \bar{d}|}{d_f + d_l + (N-1)d},
  \]

  where \( d_i \) is the Euclidean distance between consecutive solutions, \( \bar{d} \) is the mean of these distances, and \( d_f \) and \( d_l \) are the Euclidean distances to the **extreme** (bounding) solutions of the exact Pareto front in the objective space (see [10] for the details). This metric takes a zero value for an ideal distribution, pointing out a perfect spread out of the solutions in the Pareto front. We apply this metric after a normalization of the objective function values.

### 4.3 Discussion of the Results

The results are summarized in Tables 4 (\( GD \)) and 5 (\( \Delta \)), and the best result for each problem has a grey colored background. For each problem, we carried out 100 independent runs, and the tables include the mean, \( \bar{x} \), and the standard deviation, \( \sigma_n \), of the results. Since we deal with stochastic algorithms, a statistical analysis of the results has been made. It consists of the following steps. First a Kolmogorov-Smirnov test is performed in order to check whether the values of the results follow a normal distribution or not. If so, an ANOVA I test is done, otherwise we perform a Kruskal-Wallis test. We always consider in this work a 95% confidence level in the statistical tests. Symbol ‘+’ in tables 4 and 5 means that the differences among the values of the three algorithms for a given problem have statistical confidence (\( p \)-value under 0.05).

We consider first the metric \( GD \) (Table 4). We can observe that the three compared algorithms provide the best results for four out of the 12 studied problems. According to these results we cannot decide a winner algorithm considering convergence, although they allow us to conclude that MOCell is a competitive algorithm compared to NSGA-II and SPEA2. Indeed, if we consider only the constrained studied problems, the reader can see that MOCell behaves better than the other compared algorithms, since it reports the best
results for ConstrEx and Srinivas, while it is the second best approach in the other two problems.

Regarding the spread metric (Table 5), the results indicate that MOCell clearly outperforms the other two algorithms concerning the diversity of the obtained Pareto fronts, since it yields the best values in 9 out of the 12 problems. Additionally, MOCell reports the best results for all the constrained studied problems. It stands out that NSGA-II can not obtain the best value for the spread metric in any problem.

In order to graphically show our results, we plot in Fig. 2 three fronts obtained by MOCell, NSGA-II, and SPEA2, together with the optimal Pareto set obtained by the enumerative algorithm, for problem ConstrEx. The selected fronts are those having the highest diversity (lowest value of $\Delta$) among the 100 produced ones by each technique for that problem. We can observe that the nondominated set of solutions generated by MOCell achieves an almost perfect spread out and convergence. Notice that SPEA2 obtains a very good diversity for values of $f_1(x)$ lower than 0.66 (similar to the solution of MOCell), but it finds only 10 solutions when $f_1(x) \in [0.66, 1.0]$. Regarding NSGA-II, its front does not have that

<table>
<thead>
<tr>
<th>Problem</th>
<th>MOCell $\bar{x}_{D_n}$</th>
<th>NSGA-II $\bar{x}_{D_n}$</th>
<th>SPEA2 $\bar{x}_{D_n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schaffer</td>
<td>2.498e-4±1.18e-5</td>
<td>2.328e-4±1.19e-5</td>
<td>2.365e-4±1.16e-5</td>
</tr>
<tr>
<td>Fonseca</td>
<td>1.983e-4±1.66e-5</td>
<td>4.683e-4±3.95e-5</td>
<td>2.251e-4±2.37e-5</td>
</tr>
<tr>
<td>Kursawe</td>
<td>1.435e-4±1.01e-5</td>
<td>2.073e-4±2.22e-5</td>
<td>1.623e-4±1.15e-5</td>
</tr>
<tr>
<td>Zdt1</td>
<td>4.057e-4±6.57e-5</td>
<td>2.168e-4±3.57e-5</td>
<td>1.992e-4±1.34e-5</td>
</tr>
<tr>
<td>Zdt2</td>
<td>2.432e-4±9.29e-5</td>
<td>1.714e-4±3.80e-5</td>
<td>1.095e-4±5.37e-5</td>
</tr>
<tr>
<td>Zdt3</td>
<td>2.540e-4±2.78e-5</td>
<td>2.199e-4±3.72e-5</td>
<td>2.336e-4±1.34e-5</td>
</tr>
<tr>
<td>Zdt4</td>
<td>8.273e-4±1.85e-3</td>
<td>4.888e-4±2.59e-4</td>
<td>6.203e-2±3.94e-2</td>
</tr>
<tr>
<td>Zdt6</td>
<td>2.106e-3±3.33e-4</td>
<td>1.001e-3±8.66e-5</td>
<td>8.252e-4±5.15e-5</td>
</tr>
<tr>
<td>ConstrEx</td>
<td>1.968e-4±2.29e-5</td>
<td>2.903e-4±3.19e-5</td>
<td>2.069e-4±1.78e-5</td>
</tr>
<tr>
<td>Srinivas</td>
<td>5.147e-5±1.51e-5</td>
<td>1.892e-4±3.01e-5</td>
<td>1.139e-4±1.98e-5</td>
</tr>
<tr>
<td>Osyczka2</td>
<td>2.678e-3±5.30e-3</td>
<td>1.071e-3±1.33e-4</td>
<td>6.149e-3±1.14e-2</td>
</tr>
<tr>
<td>Tanaka</td>
<td>7.494e-4±7.99e-5</td>
<td>1.214e-3±7.95e-5</td>
<td>7.163e-4±7.13e-5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem</th>
<th>MOCell $\bar{x}_{n}$</th>
<th>NSGA-II $\bar{x}_{n}$</th>
<th>SPEA2 $\bar{x}_{n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fonseca</td>
<td>9.695e-2±1.08e-2</td>
<td>3.596e-1±2.83e-2</td>
<td>1.445e-1±1.28e-2</td>
</tr>
<tr>
<td>Kursawe</td>
<td>4.121e-1±4.32e-3</td>
<td>5.460e-1±2.41e-2</td>
<td>4.390e-1±8.94e-3</td>
</tr>
<tr>
<td>Zdt1</td>
<td>1.152e-1±1.40e-2</td>
<td>3.645e-1±2.91e-2</td>
<td>1.684e-1±1.29e-2</td>
</tr>
<tr>
<td>Zdt2</td>
<td>1.120e-1±1.61e-2</td>
<td>3.644e-1±3.03e-2</td>
<td>1.403e-1±6.71e-2</td>
</tr>
<tr>
<td>Zdt3</td>
<td>6.998e-1±3.25e-2</td>
<td>7.416e-1±2.25e-2</td>
<td>7.040e-1±1.78e-2</td>
</tr>
<tr>
<td>Zdt4</td>
<td>1.581e-1±6.14e-2</td>
<td>3.651e-1±3.32e-2</td>
<td>1.049e-1±1.71e-1</td>
</tr>
<tr>
<td>Zdt6</td>
<td>1.893e-1±2.13e-2</td>
<td>2.988e-1±2.48e-2</td>
<td>1.728e-1±1.16e-2</td>
</tr>
<tr>
<td>ConstrEx</td>
<td>1.323e-1±1.32e-2</td>
<td>4.212e-1±3.52e-2</td>
<td>5.204e-1±1.58e-2</td>
</tr>
<tr>
<td>Srinivas</td>
<td>6.191e-2±8.63e-3</td>
<td>3.680e-1±3.02e-2</td>
<td>1.628e-1±1.25e-2</td>
</tr>
<tr>
<td>Osyczka2</td>
<td>2.237e-1±3.50e-2</td>
<td>4.603e-1±5.58e-2</td>
<td>3.145e-1±1.35e-1</td>
</tr>
<tr>
<td>Tanaka</td>
<td>6.629e-1±2.76e-2</td>
<td>7.154e-1±2.35e-2</td>
<td>6.655e-1±2.74e-2</td>
</tr>
</tbody>
</table>

Table 4. Mean and standard deviation of the convergence metric GD

Table 5. Mean and standard deviation of the diversity metric $\Delta$
Fig. 2. MOCell finds a better convergence and spread of solutions than NSGA-II and SPEA2 on problem ConstrEx problem, but its worst diversity with respect to the case of MOCell stands out at a simple glance.

We also want to remark that, concerning diversity, MOCell is not only the best of the three analyzed algorithms, but the differences in the spread values are in general noticeable compared to the rest of algorithms.

5 Conclusions and Future Work

We have proposed MOCell, a cellular genetic algorithm to solve multiobjective optimization problems. The algorithm uses an external archive to store the nondominated individuals found during the search. The most salient feature of MOCell with respect to the other cellular approaches for multiobjective optimization is the feedback of individuals from the archive to the population. MOCell was validated using a standard methodology which is currently used within the evolutionary multiobjective optimization community. The algorithm was compared against two state-of-the-art multiobjective optimization algorithms, NSGA-II and SPEA2; for that purpose, twelve test problems, including unconstrained and constrained
ones, were chosen and two metrics were used to assess the performance of the algorithms. The results of the metrics reveal that MOCell is competitive considering the convergence metric, and it clearly outperforms all the proposals on the considered test problems according to the spread metric.

Finally, the evaluation of MOCell with other benchmarks and its application to solve real-world problems are matter of future work.
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Abstract. In recent years, biological and natural processes have been influencing the methodologies in science and technology in an increasing manner. In particular, the role that plays the cooperation among individuals is being studied more frequently and profoundly in diverse scopes of knowledge.

We present here a system where a population of cooperative agents is applied to solve a particular problem using also a set of solutions. The focus is set on the cooperation mechanism: we took inspiration from Nature’s examples of cooperation among unrelated individuals, namely reciprocity and byproduct mutualism.

We have simulated these strategies and we evaluated them over two aspects: the ability to solve a simple optimization problem and to maximize the lifetime of the agents.

1 Introduction

The influence of biology in computing can be traced back to the early days of Von Neumann, who use the brain as inspiration for modeling the first digital computer. Nowadays, at least three lines of research on biologically inspired computing can be defined: 1) the use of biology as a metaphor for algorithm’s development, 2) the construction of information processing systems that use biological materials and 3) the effort to understand how biological organisms “compute”. See for example [2,7,9] for more information on biologically inspired computing.

Following the first line, we know that living beings can engage in different types of interaction, from altruistic cooperation to even open conflict. One specific kind of social interaction is cooperative problem solving (CPS), where a group of autonomous entities work together to achieve certain goal. The natural correspondence between autonomous entities and metaheuristics, and problem solving with an optimization problem, paves the way for the development of nature-inspired cooperative strategies.

In this contribution, we focus on the role that plays the cooperation between individuals not related by kinship. This type of cooperation is interesting because it cannot be understood directly by means of a strictly Darwinist sense. Studies in Behavioral Ecology, Ethology, Anthropology, Economy, Sociology... converge together with the classic tools of Game Theory and algorithmic and computer science technologies to analyze the consequences of cooperation in different contexts [5].

We describe here two examples of this kind of cooperation and we propose a model for their implementation and test. The basic idea is to use extremely simple agents that move around a grid of solutions for a particular problem. Agents vary the solutions and have a particular class determined by their type of cooperation.
The aim of this contribution is to compare and evaluate the role of different types of cooperation regarding problem solving. Using a simple optimization problem, we evaluate cooperative vs non-cooperative strategies, the effects that some parameters have over particular cooperative strategies, and finally we analyze what happens when agents from different classes are allowed to collaborate.

The organization of the paper to achieve the proposed objectives is as follows: in Section 2 different types of cooperation among unrelated individuals are described. Then in Section 3 the model and its implementation are explained. The computational experimentation has been divided in two parts. In Section 4 just one type of agent in the simulation is used and then in Section 5, the use of agents of different types simultaneously that may or may not cooperate is considered. Finally, Section 6 is devoted to discussions and final comments.

2 The Role of Cooperation

The role that plays the cooperation between individuals not related by kinship is being studied more frequently and profoundly in diverse scopes of the knowledge. Studies in Behavioral Ecology, Ethology, Anthropology, Economy, Sociology, etc., converge together with the classic tools of Game Theory and the algorithmic and computer science’ technologies to analyze every time with more subtlety and depth the consequences of cooperation in different contexts. This type of cooperation is interesting because it cannot be understood directly in a strictly Darwinist sense [5].

In the context of cooperative strategies for optimization the use of a population of elements is a fundamental part. Such elements may be solutions to the problem at hand, “ants”, “particles”, “bees”, “neurons”, etc. and when using adequately, they form the basis of successful metaheuristics for problem solving [1,3,12].

On several models of population-based heuristics, a population of solutions is evolved by means of some process (Darwinist, dynamic, etc.) to obtain better and better solutions to the problem, like in evolutionary computation or parallel strategies [6,8].

Another option, less investigated, is to have a population of operators or algorithms that traverse the search space (a set of solutions) cooperatively. When this cooperation is done through the environment, a scheme like the one of ant colony optimization is obtained (although in general, there is no population of solutions). Some works exists also in the field of multimemetic algorithms, where a set of local searchers are available during the search process [13] but collaboration among them is not considered. Some relation may be also found with cooperative search [10,11] or multiple interacting walks [15].

When the cooperation among agents is done directly, a different scheme arises. In previous works we have explored the cooperation by means of centralized coordination and the role that plays the memory in this type of coordination [14].

Here, we want to explore decentralized cooperation mechanisms among individuals. From the specialized bibliography on cooperation in natural environments we find two interesting methods of cooperation between no relative individuals. We want to emphasize the interest in that the individuals are not relatives because in this type of cooperation no transmission of information from parents to children takes part, so the model does not put the emphasis in the reproductive processes.

We consider these schemes suitable to be applied when we have a set of agents operating simultaneously on the space of solutions and where the improvements made during the search
are not translated necessarily in mechanisms of representation of solutions that pass from
parent to child.

The long term goal of this approach is that, through cooperation and self adjusting, the
whole system adapts the population of solver agents to fit the requirements of the problem
being solved.

As we stated before we will focus on two models of cooperation among unrelated entities:
reciprocity and byproduct mutualism. For comparison purposes, we include a baseline model
of “selfish” or independent behaviour. All the strategies are described below. Each agent
has certain amount of energy or life available and we will refer to the “type” of an agent to
indicate the cooperation strategy being used.

2.1 Independent agents
It is the situation when there is not cooperation at all. All the individuals of the species
work alone and do not depend on what the other entities did, are doing or will do in the
future. The only goal of one of this individuals is to try to improve the solution as much as
possible by itself.

2.2 Cooperation through Reciprocity
A classical example of reciprocity in nature is Wilkinson’s work [17] on blood sharing among
vampire bats (Desmodus rotundus). In Dugatkin [4] we can read:

“Vampire bats, typically live in groups composed largely of females, with a low
average coefficient of relatedness [...] Somewhat remarkably, females in a nest of
vampire bats, regurgitate blood meals to other that have failed to obtain food in the
recent past”

This cooperation model has been implemented in our simulation in the following way:
each agent of this breed or type, with a high amount of life will give some life to a closer
and weaker agent (in terms of energy or life). The transferred amount of life is lost by the
stronger agent, therefore the total amount of life remains the same after the deal.

2.3 Cooperation through byproduct Mutualism
This cooperation scheme is adapted from the following example quoted by Dugatkin [4]
about the mutualism in house sparrows (Passer domesticus) that has been studied by Elgar
in 1986 [6]

“Elgar found evidence that those sparrows arriving at a patch of food first were the
most likely to produce chirrup calls. Furthermore, chirrup call rates were higher when
the food resource was divisible. When food items were small enough that sparrows
could pick them and fly away, that is just what the sparrows did, and in the process,
they produced no chirrup calls. Chirrup calls were, however, emitted when larger
foods items -those that were too big to remove from the experimental area- were
found at feeders.”

This cooperation model has been implemented in our simulation in the following way:
when an agent of this breed does a beneficial action (improves a solution in our case),
performs a call to all other mutualist agents that are close in space. These agents go to the
position where the caller agent is.
3 Model Definition and Implementation

We want to design a system where a set of agents solves a problem cooperatively, while their corresponding lifetime is maximized.

For demonstration purposes, we use a simple example of problem solving, namely real function optimization using the sphere model.

So, we are going to simulate and test the behavior of the previous cooperation models with two goals in mind:

1) Problem solving suitability We want to obtain a solution as good as possible for the sphere function over $\mathbb{R}^n$:

\[
\sum_{i=1}^{n} x_i^2
\]  

Although this function is trivially solved with classical optimization techniques, it is enough for our demonstration purposes. The optimum value is 0 when $x_i = 0 \forall i \in 1..n$

2) Lifetime Maximization We want to keep our agents alive as much time as possible.

In order to model and implement our ideas we have used a freely distributed tool called NetLogo [16] that allows to check easily, quickly and interactively any working hypothesis about the simulation model.

The general way of operation of NetLogo is the following one: there is a central grid divided in squares or patches. These patches can store some information. There are also agents, that move around the grid, that can store information and modify the patches. With the suitable code we can simulate the cooperation models that we have explained above.

The simulation steps can be resumed in the following pseudo-code:

```
Initialization of variables
Evaluation of the patches
Do While (stop conditions not fulfilled)

[ Movement of the agents (to a random neighbour patch) Evaluation of the variables of the patch Modification of the variables of the patch Comparison of the solutions Cooperation among agents Creation of new agents Update statistics and do plots ]
```

The interface of one of the simulations appears in Fig 1 where it can be seen the high amount of factors that can affect the simulation. It is quite a flexible model.

The center of the image shows a grid where each square or patch contains a list of values that represents a feasible solution for the problem at hand. The different levels of gray are
proportional to the the fitness of the patch(solutions). The clearer is the gray, the better is the solution.

When the simulation starts, patches (solutions) are randomly initialized.

The agents, representing individuals of different types or breeds, are born with a fixed *Amount-of-Life*. Each breed is represented with a different symbol.

Agents move around the grid, one patch every iteration. When an agent arrives to a patch, it takes the solution \( X = \{x_1, x_2, \ldots, x_n\} \) and modifies the value of one randomly selected variable \( x_i = x_i + \xi \) where \( \xi \) is a random number obtained from a normal distribution with parameters *mean* = 0 and *variance* = 1.

If the new value of the solution is better than the old one, the patch keeps the new solution and the agent earns life (according to the parameter *Increase-of-Life*). In the other case, patch's solution is kept and the agent loses life (according to the parameter *Decrease-of-Life*). Then, the colour of the patch is changed accordingly, therefore the grid tends to be brighter as the model evolves.

The agent’s life gives raise to two additional behaviors:

- When an agent \( a_i \) achieves certain amount of life \( l \) higher than a parameter *Create-New-Agent*, then \( a_i \) will reproduce, giving raise to a new agent \( a_q \) of the same type. Now, the life of \( a_i \) is \( l = l – \text{Amount-of-Life} \) and \( a_q \) starts with *Amount-of-Life* life.
- When an agent \( a_i \) loses all its life, it dies and disappears from the grid.

Besides the parameters described above, the model provides three additional parameters for setting up the initial number of agents of each type that will be available in the initial population. These parameters are: *Mutualist-Number*, *Reciprocity-Number* and *Independent-Number*. 

Fig. 1. Appearance of NetLogo in a simulation
When cooperative models are used, namely reciprocity and byproduct mutualism, the user can control the scope of the cooperation using the parameters \textit{mutualism-radius} and \textit{reciprocity-radius}. Any cooperative agent will search inside of the circle delimited by the radius to look for other agents to cooperate with.

The behavior of the system can be traced using a set of real time monitors, graphs and histograms. These new elements are:

- \textit{Best Solution Monitor}: With this monitor we can know whenever we like what is the value of the best solution of the patches
- \textit{Iterations Monitor}: It inform us about the number of iterations that have made the program
- \textit{Mean of Solutions Monitor}: Mean of all the solutions present in the complete grid
- \textit{Histogram Graph}: It shows us the evolution of the solutions of the grid. The shape of the graph tends to the left, where the solutions are next to zero.
- \textit{Independents Graph}: It shows us the evolution of the number of independent agents.
- \textit{Mutualism Graph}: It shows us the evolution of the number of mutualism agents.
- \textit{Reciprocity Graph}: It shows us the evolution of the number of reciprocity agents.

### 3.1 Additional Implementation Details

The implementation of the cooperative strategies requires to take into account additional details that are described below for each strategy considered.

**Details for cooperation through reciprocity** The basic idea is that a strong agent will help a weaker one. In our model, the agents cooperate by giving life to the weakest agents. We can simulate this behaviour in the following way: reciprocity agents with more life than a limit (\textit{Treshold-of-needed-help}) give part of his life (\textit{Amount-of-Given-Life}) to agents with less life than a limit (\textit{Treshold-of-Help}). All these three parameters add flexibility to the simulation since they can be modified by the user.

Sometimes happens that an agent has life enough to help other \(x\) agents, but there are \(y\) agents that need help (and \(y > x\)), then the weaker agents are helped first.

**Details for cooperation through byproduct mutualism** In this strategy, an agent that has improved a solution warns other ones that lies within certain radius. Those agents that “listened” the warning, jump from their current patch to the one where the caller agent is.

Instead of jumping, we also considered a step by step approach. However, on the way to the caller agent it may be warned from other position or it could even improve the current patch and call for other agents, thus forgetting the first call and so the mutualism behaviour would not be complete.

Jumping can cause also an undesirable situation: when using a high radius, an agent can call a lot of other agents and it would be easy to see a huge number of agents in the same patch. In the next iteration, one of the agents of this patch, can improve the solution and call all the agents that are in radius (at least all the agents in this patch would be called). If this behaviour is repeated, during all the iterations a lot of mutualist agents will stay in the same zone of the grid. To avoid this situation, after having been called, a mutualist agent can jump (at random direction) to escape from the patch from where it has been called.
4 Evaluation of Strategies

In this section we will evaluate the performance of the cooperative strategies proposed taking into account two factors:

1. the number of initial individuals ($iniPop$)
2. the radius of collaboration ($\delta$)

We consider each possible combination of ($iniPop, \delta$) with $iniPop \in \{20, 40, 60, 80\}$ and $\delta \in \{0, 1, 2, 3\}$. When $\delta = 0$ no collaboration/cooperation exists and the system essentially performs as a set of random walks on the patches. This case provides the baseline for comparison.

For each combination, we performed ten runs. The simulation finished when the whole set of individuals have disappeared. At the end of each run we recorded the best solution found and the number of iterations done (the so called “survival time”). The other initial values of parameters involved in the simulation are:

- $Amount-of-Life = 100$
- $Decrease-of-Life = 1$
- $Increase-of-Life = 2$
- $Create-New-Agent = 500$
- $Threshold-of-Needed-Help = 20$
- $Amount-of-Life = 100$
- $Amount-of-Given-Life = 5$
- $Threshold-of-Help = 40$

As it was previously stated, our goal is to obtain the best possible solution and the longest iterations (which means a higher rate of population survival).

4.1 Analysis of the “Byproduct Mutualism” Strategy

The results obtained using this strategy are shown in Fig 2.

Figure 2 (a) shows for each initial population size, how the average of the best solutions found vary in terms of the cooperation radius.

The analysis in this case is clear: as the radius of cooperation increases, the best solution found is improved. An Anova’s test (T2 from Tamhane as implemented in SPSS software) indicated that the differences on the average best solution among the different radius are statistically significant.

More important is the fact that the use of this cooperative strategy with any radius significantly improves the results obtained by an independent or selfish strategy (represented by $\delta = 0$).

If we focus on a particular radius, the influence of the initial population size is not clear and no conclusive statement can be made. Just when $\delta = 3$, we can observe a small improvement of the average best as the initial population grows.

Focusing on the second aspect to analyze, the iterations or survival time, we show the obtained results in Fig. 2 (b).

Again, we can detect a slightly increase on the average iterations value as the radius of collaboration grows. The differences are not very clear although the corresponding one between the average iterations is significant between $\delta = 3$ and $\delta = 0$ or 1.

This figure also reveals a very interesting behavior related with the size of the initial population. It can be observed that (considering a particular radius) the average iterations
Fig. 2. Behavior of the system with a byproduct mutualism strategy in terms of the average best (a) and iterations (b)

The behavior of the system diminishes as the initial population increases. In our simulations, the maximum number of agents that may exist simultaneously is fixed; under this situation, one would expect that having more individuals may ensure a longest survival. However, this is not the case.

We may understand these situation considering what happens with amount of energy available in the system. What the figure tells us is that it is better to start with a small population (low energy) to grow, adjust and gain energy slowly, than to start with a bigger population (higher initial amount of energy). The relation between the amount of energy and the number of agents in the system seems to be crucial for the success or failure of the simulation. More experimentation is under way to study this relation.

The previous analysis indicates that, when this strategy is used, the best radius is $\delta = 3$, independently of the initial population size chosen.

### 4.2 Analysis of the “Reciprocity” Strategy

The results obtained are shown in Fig. 3 and following the same scheme as in the previous experiment.

Observing Fig. 3 (a), the benefits of the use of a reciprocity strategy (as modeled here) are not clear. The differences among the use of different radius seems to diminish as the population size increase. It can be seen that the independent strategy (induced by $\delta = 0$) is not so bad when compared with $\delta = 1, 3$. However we can observe a slight improvement using $\delta = 2$ instead of $\delta = 0$ when the population starts with 20, 60 or 80 agents.

In terms of the average number of iterations performed, Fig. 3 (b) displays a similar behavior in relation to Initial Number of Individuals to the one shown in the previous strategy: as the initial population increases, the average iterations decrease. In this case, however, the average iterations also decrease when the radius of cooperation goes higher.

Again we may find an explanation in terms of how the energy of the system is managed in this cooperation strategy. Suppose we focus on an agent $A$ having 5 units of energy to share with other weaker agents, and when the cooperation occurs, 1 unit is passed from $A$ to the helped agent. When the radius of cooperation of cooperation is increased, the probability...
of finding weaker agents also increases. In the worst case, $A$ may find 5 other agents to help, so each one will receive one additional unit of energy, while $A$ will lose its corresponding 5 units. As it can be deduced from the simulations, it is worst to have 5 agents with one unit more of energy than one agent with 5 units less. Some sort of dissipation of energy occurs, that in turn, leads to a faster extinction of the whole population.

4.3 Byproduct Mutualism vs Reciprocity

To conclude the analysis of both strategies, we show in Fig 4 a comparison of the average best and iterations obtained by each strategy for every initial population size and radius of cooperation ($\delta = 0$ was omitted).

Considering both objectives, the comparison clearly indicates that a cooperation strategy inspired on byproduct mutualism is better than other one inspired in reciprocity. Moreover, a U-Mann-Whitney test indicates that differences on average best and average iterations are significant (over the whole set of results).

5 System’s Behavior with mixed types of agents

In this second part we want to analyze what happens to the results when co-existence of different types of agents occurs. There may exist two or three types and in different proportions.

Two scenarios are designed for experimentation according to the fact that we can introduce cooperation among the different agent’s types or, on the other hand, we can forbid any inter-class cooperation.

5.1 Inter-class cooperation disabled

In this case, agents of different types are placed on the grid, and they start to move following their own rules. Cooperation is done among agents of the same type.
Fig. 4. Comparison of the Strategies by initial population size and radius of cooperation for average best (on top) and average iterations (bottom)

We should remark that an indirect cooperation occurs through the patches. When an agent \( A \) falls into a patch \( p \) with value \( \gamma \), such value \( \gamma \) is the result of the previous actions performed by other agents on \( p \), that in turn, may help or difficult \( A \)' action.

5.2 Inter-class cooperation enabled

The first step in this situation is to define how collaboration is made among agents of different types. What we have done, is to setup a probability of cooperation between agents of different classes.

Agents following a byproduct mutualism strategy work as follows: when an agent improved a solution, it will call any other mutualist agent lying within the cooperation radius. Then every other non-mutualist agent may be called with a probability fixed in 0.2.
Agents using reciprocity work in a similar manner. After helping the other reciprocity agents, and if it has enough energy available, it would help other agents of different type.

### 5.3 Computational Experiments

In order to analyze how the composition of the initial population and the role of cooperation among different agent’s types affect the results, we design the following experiment.

Each initial population is defined as a triplet \((n_I, n_R, n_M)\) where \(n_I\) is the number of non-cooperative or selfish agents, \(n_R\) is the number of agents using reciprocity and \(n_M\) is the number of agents using byproduct mutualism.

The values considered for each variable are \(n_I, n_R, n_M \in \{0, 10, 15\}\). Triplets not including at least two types of agents are not considered. For each valid triplet we run ten repetitions of the simulation with and without inter-species cooperation. Each run finishes when the whole set of agents have disappeared.

Following the previous results, we set the radius for mutualism and reciprocity to 3 and 2 respectively.

Figure 5 (a) displays the results obtained. For every initial structure of the population, the average best value with and without inter-specie cooperation is shown. Groups follows a lexicographical order.

Immediately, one can observe that allowing cooperation among agents of different types produce a significant reduction of the average best. In other words, inter-specie cooperation allows to improve the results.

Just in 3 out of 20 cases, the cooperation produce worse results. These cases are \((15, 10, 0), (10, 15, 0)\) and \((10, 10, 0)\); they do not have agents working with byproduct mutualism. A possible explanation for the deterioration of the average best is as follows: under these configurations, the stronger reciprocity agents need to share their energy with a higher number of other agents, which in turn leads to a kind of energy dissipation that does not produce a profitable result. In a sense, instead of reciprocity, we may understood the behav-
ior as “altruism” because a helper agent may give all its available energy to help others in very short time.

Groups having an amount of mutualist agents, perform rather differently. In terms of optimization, we may consider these agents as local improvers, because when an agent produces an improvement, it “calls” other agents that arrive to the same patch and alter the solution. Just by simple probabilities, the chance of such solution to be improved is increased.

Figure 5 (b) shows the results of the average number of iterations. In general, those groups having two types of agents, show a higher survival time than those with three independently of the cooperation factor.

Although the initial composition of the population seems to be determinant for increasing the survival time, the use of cooperation allowed for an additional increment.

6 Conclusions and Future Work

In this contribution we have presented a system where a population of cooperative agents is applied to solve a particular problem using also a set of solutions.

The focus is set on the cooperation mechanism: we took inspiration from Nature’s examples of cooperation among unrelated individuals, namely reciprocity and byproduct mutualism. We have simulated these strategies and we evaluated them over two aspects: the ability to solve a simple optimization problem and to maximize the lifetime of the agents.

The experiments considering just one type of cooperation isolated allow us to conclude that when agents cooperate through byproduct mutualism, the results are significantly better (in terms of the best solution found and survival time) than those obtained when the cooperation is based on reciprocity.

Moreover, in the case of byproduct mutualism we found that increasing the cooperation radius we obtained improved results. This behaviour was not present when reciprocity is analyzed. In this case, and depending on the size of the initial population and the radius chosen, the results were worst than those of a non-cooperative strategy (where the agents did not cooperate at all).

We also considered initial populations where different set of agents (each one with its own way of cooperation) may coexist. The results are not conclusive with respect to populations with just one type of cooperation mechanism. However when agents using different strategies were allowed to cooperate, the results increased significantly.

Now, several lines of research should be explored. Firstly, we should develop a similar experimentation with a set of hard optimization functions to checkout if the current conclusions can be generalized. Secondly, the dynamics of the simulation may give us information to understand “why” a strategy is better than the other. The results indicated that it is better to start with a small population, so in particular, the distribution of energy or life along the simulation is crucial. Finally, we may consider time varying cost functions to analyze if a system composed by several agents using several cooperation strategies (intra and inter groups) may self-adapt to the “environmental” changes.
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Abstract. Let \( G = (V, E) \) be a graph with vertex set \( V \) and edge set \( E \). The \( k \)-coloring problem is to assign a color (a number chosen in \( \{1, \ldots, k\} \)) to each vertex of \( V \) so that no edge has both endpoints with the same color. We describe in this paper a new ant algorithm for the \( k \)-coloring problem. Computational experiments give evidence that our algorithm is competitive with the existing ant algorithms for this problem, while giving a minor role to each ant. Our algorithm is however not competitive with the best known coloring algorithms.

1 Introduction to graph coloring

The graph coloring problem (GCP for short) can be described as follows. Given a graph \( G = (V, E) \) with vertex set \( V \) and edge set \( E \), and given an integer \( k \), a \( k \)-coloring of \( G \) is a function \( \text{col} : V \rightarrow \{1, \ldots, k\} \). The value \( \text{col}(x) \) of a vertex \( x \) is called the color of \( x \). Vertices with a same color define a color class. If two adjacent vertices \( x \) and \( y \) have the same color, then vertices \( x \) and \( y \) are called conflicting vertices and the edge linking \( x \) with \( y \) is called a conflicting edge. A color class without conflicting edge is called a stable set. A \( k \)-coloring without conflicting edges is said to be legal and corresponds to a partition of the vertices into \( k \) stable sets. The GCP is to determine the smallest integer \( k \) (called the chromatic number of \( G \)) such that there exists a legal \( k \)-coloring of \( G \). The GCP is NP-hard [15]. Exact solution methods can solve problems of relatively small size (no more than 100 vertices) [2], [3], [23], [18]. Upper bounds on the chromatic number can be obtained for larger instances by using heuristic algorithms.

The GCP has many practical applications such as the creation of timetables, frequency assignment, scheduling, design and operation of flexible manufacturing systems (e.g. [22], [14], [25]). As a result of its importance and simplicity, it is one of the most studied NP-hard problem, thus many methods have been developed to solve or to approach the GCP.

Given a fixed integer \( k \), we consider the optimization problem, called \( k \)-GCP, which aims to determine a \( k \)-coloring of \( G \) that minimizes the number of conflicting edges. If the optimal value of the \( k \)-GCP is zero, this means that \( G \) has a legal \( k \)-coloring. The chromatic number of \( G \) can be determined by first computing an upper bound on this number (for example by means of a constructive method) and then by solving a series of \( k \)-GCPs with decreasing values of \( k \) until no legal \( k \)-coloring can be obtained. Many local search methods have been proposed to solve the \( k \)-GCP. For example, a tabu search is described in [19], and simulated annealing algorithms can be found in [5] and in [20]. Hybrid evolutionary
heuristics have also been successfully applied to this problem (e.g., [7], [13], [16]). For a recent survey, the reader is referred to [17].

In this paper, we propose a new kind of ant algorithm for the GCP. Our main goal is to show that even if we give a minor role to each ant, we can still obtain competitive results in comparison with other ant heuristics for the GCP.

2 Ant algorithms and two existing adaptations to the GCP

Evolutionary heuristics encompass various algorithms such as genetic algorithms, scatter search, ant systems and adaptive memory algorithms [4]. They can be defined as iterative procedures that use a central memory where information is collected during the search process.

Ant colonies were introduced in [11] and in [8], and are derived from the observation of ants in the nature: ants are able to find a shortest path between a food source and the nest using a trail system (called pheromone). In these methods, the central memory is modeled by a trail system. In the usual ant system, a population of ants is used, where each ant is a constructive heuristic able to build a solution step by step. At each step, an ant adds an element to the current partial solution. Each decision or move $m$ is based on two ingredients: the greedy force (short term profit for the considered ant) $GF(m)$ and the trails $Tr(m)$ (information obtained from other ants). Let $M$ be the set of all the possible moves. The probability $p_k(m)$ that ant $k$ chooses move $m$ is given by

$$p_k(m) = \frac{GF(m)^\alpha \cdot Tr(m)^\beta}{\sum_{m'\in M_k(\text{adm})} GF(m')^\alpha \cdot Tr(m')^\beta},$$

where $\alpha$ and $\beta$ are parameters and $M_k(\text{adm})$ is the set of admissible moves that ant $k$ can perform. When each ant of the population has build a solution, the trails can be updated for example as follows:

$$Tr(m) = \rho \cdot Tr(m) + \Delta Tr(m), \forall m \in M,$$

where $0 < \rho < 1$ is a parameter representing the evaporation of the trails, which is generally close or equal to 0.9, and $\Delta Tr(m)$ is a term which reinforces the trails left on move $m$ by the ant population. That quantity is usually proportional to the number of times the ants performed move $m$, and to the quality of the obtained solutions when move $m$ has been performed. More precisely, $\Delta Tr(m) = \sum_k \Delta Tr_k(m)$, where $\Delta Tr_k(m)$ is proportional to the quality of the obtained solutions when performing $m$. In some systems, the trails are updated more often (e.g. each time a single ant has built its solution [10]). In hybrid ant systems, the solutions provided by some ants may be improved using a local search technique. In the max-min ant systems [26], the authors proposed to normalize $GF(m)$ and $Tr(m)$ in order to better control these ingredients and thus the search process. An overview of ant algorithms can be found in [9].

Two ant heuristics for the GCP already exist in the literature. The first one was proposed in [6]. In their method, each ant is a constructive heuristic derived from $Dsatur$ [2] or from


RLF [22]. Let us denote these methods by ANT-DSATUR and ANT-RLF, respectively.

A move always consists in selecting a vertex and giving a color to it. The trail system is modeled using a matrix $Tr(x, y)$ proportional to:

- the number of times vertices $x$ and $y$ have the same color in the solutions provided by the ants;
- the quality of the solutions where $col(x) = col(y)$.

Another ant coloring method was recently proposed in [24], where each ant is a local search instead of a constructive heuristic. The authors consider (not necessarily legal) $k$-colorings and try to minimize the number of conflicts. The trail system is modeled, at iteration $t$, by the use of an auxiliary graph $G' = (V, E'(t))$ obtained from the original graph $G = (V, E)$ by adding edges. The edge set $E'(t)$ such that $E \subseteq E'(t)$ is updated at each iteration $t$ in the following way. If many ants give a different color to $x$ and $y$ such that edge $[x, y] \notin E$, then $[x, y]$ is added to $E'$. A move consists in changing the color of a conflicting vertex in $G$, while minimizing the number of conflicts associated with the auxiliary graph $G'$.

3 General approach and role of the ants

The new proposed ant coloring method differs from those in [6] and [24] in that the role of each single ant is not to build a whole solution but only to contribute to give a color to a single vertex. Also, on the contrary to the existing ant coloring algorithms, we only make one solution evolve using a population of ants. We deal with (not necessarily legal) $k$-colorings and try to minimize the number $f$ of conflicts. We always associate:

- a color in $\{1, \ldots, k\}$ to each ant;
- $k$ ants to each vertex.

Thus, we use $|V|$ ants of each color. From a distribution of the ants on the vertices, we deduce a coloring of the graph using a procedure, called $Color$, which is derived from $Dsatur$ [2] which we now describe.

Let $A$ be a set of vertices which is initialized to $V$. At each step, $Dsatur$ colors one vertex in $A$ as follows:

1. select the vertex $x \in A$ with the largest saturation degree, which is the number of different colors that are adjacent to $x$; if more than one vertex maximize the saturation degree, the vertex with the largest number of adjacent vertices is chosen (ties are broken randomly);
2. assign the smallest color to $x$ without creating any conflict, and remove $x$ from $A$.

Procedure $Color$ differs from $Dsatur$ as follows. Given a set $A$ of vertices to be colored, and given a $k$-coloring of the induced subgraph $G' = (V' = V - A, E')$ of $G$, the selection of the next vertex $x$ in $A$ to be colored is done as in $Dsatur$, but we assign to $x$ a color that is represented by at least one ant on $x$, and among these colors, we choose the one that minimizes the number of conflicts. If several colors are possible, we give to $x$ the color which is the most represented by the ants on $x$ (ties are broken randomly).
At the beginning of our method, we place one ant of each color on every vertex and we set $A = V$. Thus, the first iteration of our method corresponds to an application of $Dsatur$. Then, we iteratively modify the positions of the ants on the graph and, at the end of each iteration, we recolor a subset $A \subseteq V$ of vertices, using the $Color$ procedure.

Note that one might propose, in the $Color$ procedure, to always select the next vertex to color as the vertex $x$ in $A$ such that $x$ has the smallest number of colors represented by the ants on it. Suppose for example that only ants of color 2 are on $x$. In this case, it seems appropriate to color $x$ as soon as possible because we can only give color 2 to it. This strategy was tested but its performance was very poor. This is due to the fact that such a strategy is not able to diversify the search process. Indeed, a vertex with very few colors represented on it will always be colored first (or among the first ones), and the $Color$ procedure will probably always assign the same color to it.

Let $a_i$ and $a_j$ be two ants with colors $i$ and $j$, respectively. Suppose that $a_i$ is on vertex $x$ and $a_j$ is on vertex $y$. A move $m = (x, i) \leftrightarrow (y, j)$ consists in exchanging the positions of $a_i$ and $a_j$ on vertices $x$ and $y$. Thus, $a_i$ is moved from $x$ to $y$ and $a_j$ is moved from $y$ to $x$. At each iteration $t$ of the algorithm, we modify the distribution of the ants on the graph by performing a sequence of such moves, and we reassign a color to some vertices by applying the $Color$ procedure. We can already notice that each ant taken individually has an influence only on the vertex on which it is laying. This is not a significant role at all! At the end of each iteration $t$, it is important to reassign a color to:

1. all vertices $x$ with a different set of ants on it (because it is forbidden to give a color to $x$ which is not represented by at least one ant on $x$);
2. all conflicting vertices (because the goal of one iteration is to try to remove some conflicts).

Thus, at iteration $t$, we use the following set $A$ in the $Color$ procedure (recall that $A$ is initialized to $V$):

$$A = \{ \text{vertices involved in a move at iteration } t \} \cup \{ \text{conflicting vertices at iteration } t-1 \}.$$ 

An important issue is to define the set of moves to perform at iteration $t$ (for any fixed $t$). Let $N_i(x, t-1)$ be the number of ants of color $i$ on $x$ at iteration $t-1$. The goal of an iteration $t$ is to change the color of at least one randomly chosen conflicting vertex $x$. Suppose $x$ has color $i$ at iteration $t-1$, thus $N_i(x, t-1) > 0$ (otherwise the $Color$ procedure would not be able to assign color $i$ to $x$ at the end of iteration $t-1$). In order to be sure that we change the color of $x$ using $Color$ at the end of iteration $t$, we remove all ants of color $i$ from $x$, i.e. we perform a sequence of $N_i(x, t-1)$ moves $m$, chosen in the set

$$M(t) = \{ m = (x, i) \leftrightarrow (y, j) \text{ such that } y \neq x, N_j(y, t-1) > 0, j \neq i \}.$$ 

Note that in order to reduce the risk of cycling, if we remove all the ants of color $i$ from vertex $x$, then we forbid to put an ant of color $i$ on $x$ during $tab$ iterations, where $tab = \text{UNIFORM}(0,9) + 0.6 \cdot \text{NCV}(s)$, where $s$ is the current solution and $\text{NCV}(s)$ is the number of conflicting vertices in $s$. The choice of such $tab$ value is the one proposed in the efficient tabu search coloring algorithm described in [16], which is derived from the tabu search proposed
Another important issue is to define the way to select a move. As in most ant algorithms, we choose at iteration $t$ a move $m$ according to the greedy force $GF(m, t)$ and the trail $Tr(m, t)$. Given $\alpha$ and $\beta$, we propose to always choose the move $m$ that maximizes

$$p(m, t) = \alpha \cdot GF(m, t) + \beta \cdot Tr(m, t),$$

where $GF(m, t)$ and $Tr(m, t)$ are normalized in $[0; 1]$. We use normalized quantities in order to better control the weights of these ingredients during the process, as in some max-min ant systems [26].

### 3.1 Definition of the greedy force

Recall that the greedy force represents the short-term profit of a single ant. At each iteration, the short term profit consists in removing some conflicts. In order to remove a conflict, we should remove some ant-conflicts, where an ant-conflict occurs when two ants of the same color $c$ are placed on two adjacent vertices $x$ and $y$. Remember that in this case, the Color procedure may give the same color $c$ to $x$ and $y$, because color $c$ is represented on $x$ and $y$. Thus, a move with a large greedy force value should have the potential to significantly reduce the number of ant-conflicts, and consequently the number of conflicts. Suppose we aim to change the current color $i$ of vertex $x$. We thus have to remove all the ants of color $i$ from vertex $x$. In order to do that, we perform a sequence of moves of type $m = (x, i) \leftrightarrow (y, j)$.

For such a move $m$, we define the greedy force $GF(m, t)$ by setting

$$GF(m, t) = Adv(m, t) - Disadv(m, t),$$

where $Adv(m, t)$ and $Disadv(m, t)$ are respectively the advantage and disadvantage of performing move $m$ (i.e. exchanging ants $a_i$ and $a_j$) at iteration $t$. Note that we always normalize $Adv$ and $Disadv$ in interval $[0; 1]$.

Let $S(x, y, i, t)$ be the number of ants of color $i$ on vertices, different from $y$, which are adjacent to $x$. An ant $a_i$ placed on vertex $x$ is attracted by vertex $y$ if:

1. there are several ants of color $i$ on $y$;
2. there are several ants of color $i$ on vertices, different from $y$, which are adjacent to $x$.

Similar considerations hold for the ant $a_j$ placed on vertex $y$ which is candidate to be placed on vertex $x$ instead of $a_i$. Thus, we can set

$$Adv(m, t) = N_i^2(y, t - 1) + S(x, y, i, t - 1) + N_j^2(x, t - 1) + S(y, x, j, t - 1).$$

Note that we respectively use $N_i^2(y, t - 1)$ and $N_j^2(x, t - 1)$ instead of $N_i(y, t - 1)$ and $N_j(x, t - 1)$ in order to give more importance to the fact that ants with the same color should be grouped together. In addition, preliminary experiments showed us that such a formula leads to better results.

An ant $a_j$ placed on vertex $y$ is not attracted by vertex $x$ if:
1. there are several ants of color \( j \) on \( y \);
2. there are several ants of color \( j \) on vertices, different from \( y \), which are adjacent to \( x \).

As we know that all the ants of color \( i \) will be removed from \( x \), vertex \( x \) is not attracted by vertex \( y \) only if there are several ants of color \( i \) on vertices, different from \( x \), which are adjacent to \( y \). Thus, we can set

\[
\text{Disadv}(m, t) = N_i^2(y, t - 1) + S(x, y, j, t - 1) + S(y, x, i, t - 1).
\]

### 3.2 Definition of the trail system

We first define the way to update the trail left by ants of color \( c \) on vertex \( v \) at the end of iteration \( t \):

\[
tr(v, c, t) = \rho \cdot tr(v, c, t - 1) + \Delta tr(v, c, t),
\]

where \( 0 < \rho < 1 \) is an evaporation parameter and the reinforcement value of color \( c \) on vertex \( v \) is \( \Delta tr(v, c, t) \). Note that evaporation and reinforcement may simultaneously occur, as in any ant system.

We consider several cases. Suppose that during iteration \( t \), the following events occurred:

1. \( x \) loses \( p = N_i(x, t - 1) \) ants of color \( i \);
2. we put \( p \) ants on \( x \), and the \( p \) ants have colors in the subset \( C(x) \) of \( \{1, \ldots, k\} \);
3. the \( p \) new ants on \( x \) came from a subset of vertices \( P(x) \) of \( V \).

A good trail system has to incorporate the following information:

1. if an ant of color \( c \) leaves vertex \( v \), then \( tr(v, c, t) \) should be evaporated (this is especially true for \( v = x \) and \( c = i \)) and not reinforced;
2. if no ant of color \( c \) leaves a vertex \( v \in P(x) \), then \( tr(v, c, t) \) should be evaporated and slightly reinforced;
3. if an ant of color \( c \) arrives on vertex \( v \), then \( tr(v, c, t) \) should be evaporated and reinforced, and the reinforcement should be especially large if the generated solution \( s' \) from \( s \) is better than \( s \), or better than \( s^* \), which is the best solution visited so far during the search process;
4. if nothing occurs relatively to a vertex \( v \) and a color \( c \), then \( tr(v, c, t) \) should be slightly evaporated and not reinforced.

Preliminary experiments showed that the following parameter setting is appropriate.

- \( \rho = 0.9 \) and \( \Delta tr(v, c, t) = 2 \cdot \delta \) if \( v = x, c \in C(x) \);
- \( \rho = 0.8 \) and \( \Delta tr(v, c, t) = 0 \) if \( v = x, c = 1 \);
- \( \rho = 0.9 \) and \( \Delta tr(v, c, t) = 0 \) if \( v = x, c \notin C(x) \cup \{i\} \);
- \( \rho = 0.9 \) and \( \Delta tr(v, c, t) = 0 \) if \( v \in P(x) \) such that there is an ant \( a_c \) which left \( v \);
- \( \rho = 0.9 \) and \( \Delta tr(v, c, t) = \delta \) if \( v \in P(x) \) and \( c = i \);
- \( \rho = 0.9 \) and \( \Delta tr(v, c, t) = \frac{\delta}{2} \) if \( v \in P(x) \) and \( c \) such that there is no ant \( a_c \) which left \( v \);
- \( \rho = 0.99 \) and \( \Delta tr(v, c, t) = 0 \) if \( v \notin \{x\} \cup P(x) \) and \( c \in \{1, \ldots, k\} \);
Remember that \( f(s) \) is the number of conflicts in solution \( s \). We can now define the trail of a move \( m \) at iteration \( t \) as follows:

\[
Tr[m = (x, i) \leftrightarrow (y, j), t] = tr(x, j, t) + tr(y, i, t) - tr(x, i, t) - tr(y, j, t).
\]

Note that we initialize \( tr(x, j, 0) = 1, \forall x \in \{1, \ldots, n\}, \forall j \in \{1, \ldots, k\} \), and we always normalize the \( tr \) values in interval \([0; 1]\).

### 4 General algorithm

We have now all the ingredients necessary to formulate a new ant heuristic for the \( k \)-GCP. The main loop of our method, called \( \text{ANTCOL} \), stops when a maximum number \( \text{MaxIter} \) of iterations without improvement of the best solution \( s^* \) encountered so far have been performed. The algorithm is the following:

1. set \( t = 0 \);
2. place one ant of each color on each vertex;
3. initialize the trails of each color on each vertex to 1;
4. apply the \text{Color} procedure with \( A = \mathcal{V} \); let \( s \) be the so obtained solution;
5. set \( t = 1, t^* = 1, A = \mathcal{V}, f^* = f(s), \) and \( s^* = s \);
6. \textbf{while} \( t^* < \text{MaxIter} \) \textbf{and} \( f^* > 0 \), \textbf{do}
   (a) determine the set \( M(t) \) of the possible non tabu moves for iteration \( t \);
   (b) compute the greedy force \( \text{GF}(m, t) \) and the trail \( Tr(m, t), \forall \in M(t) \);
   (c) normalize the greedy forces and the trails in \([0, 1]\);
   (d) perform the non tabu move \( m \in M(t) \) maximizing \( p(M, t) \); let \( m = (x, i) \leftrightarrow (y, j) \) be such a move;
   (e) while there is at least one ant of color \( i \) on \( x \), perform the move \( m \) maximizing \( p(M, t) \) among the moves in \( \{m = (x, i) \leftrightarrow (y, j) \in M(t) \mid y \neq x \text{ and color } j \text{ is represented on } y\} \);
   (f) update the trails \( tr(v, c) \) for each vertex \( v \) and each color \( c \), then normalize those quantities;
   (g) update the tabu status;
   (h) set \( A = \{ \text{vertices involved in a move performed at iteration } t \} \cup \{ \text{conflicting vertices at iteration } t - 1 \} \);
   (i) update the colors of the vertices in \( A \) using the \text{Color} procedure; let \( s \) be the so obtained solution;
   (j) if \( f(s) < f^* \), set \( s^* = s, f^* = f(s), \) and \( t^* = -1 \);
   (k) set \( t = t + 1 \) and \( t^* = t^* + 1 \);

Note that preliminary experiments showed that the use of \( \text{MaxIter} = 5000 \) is appropriate: the method is usually not able to improve the solution \( s^* \) further if we use a larger value. Also, preliminary experiments showed that \( \alpha = 1 \) and \( \beta = 5 \) are appropriate values in the following formula: \( p(m, t) = \alpha \cdot \text{GF}(m, t) + \beta \cdot Tr(m, t) \). Thus, as we use normalized values for the trails and the greedy forces, it is better to give more importance to the trails. The reader interested in having more details on the parameter settings is referred to [27].
5 Obtained results and conclusion

We will compare our ant coloring algorithm with some other coloring heuristics. We choose to consider the following methods:

- *Dsatur* [2] which is a constructive algorithm,
- the ant algorithms *ANT-DSATUR* and *ANT-RLF* [6] (see Section 2);
- *Tabucol*, which is a very well-known tabu search algorithm originally proposed in [19] and improved in [16];
- *GH*, which is an hybrid genetic algorithm proposed in [16], and is now widely considered as the best coloring heuristic; such a method uses *Tabucol* as intensification procedure.

Note that the ant coloring heuristic proposed in [24] will not be considered because of the following reasons. First, the authors mainly tested their method on very easy instances, namely *le450_5a*, *le450_5b*, *le450_5c*, *le450_5d*, *le450_15a* and *le450_15b*, which are well-known benchmark instances [21]. But it is known that these instances can be optimally colored by exact algorithms within a few seconds! Then, they tested their algorithm on non standard random graphs they generated with a very small number of edges. However, no results is given for standard random graphs, and we have not been able to re-implement their algorithm. Finally, notice that in their method, each ant is a whole local search coloring heuristic, which means that, on the contrary to our method, an ant has a very significant role. Consequently, it is not relevant to compare their hybrid algorithm with our method. However, we compare our heuristic with another type of local search, namely *Tabucol*, which is considered as one of the most simple and efficient local search coloring algorithm [17].

The density of a graph is the average number of edges between two vertices. We compare the above methods on several random graphs of size $|V| \in \{100, 300, 500, 1000\}$ and density $d = 0.5$. These graphs are obtained by linking a pair of vertices by an edge with probability 0.5, independently for each pair. It is known in the graph coloring community that random graphs with $d = 0.5$ are hard to color. While the results obtained on these graphs are representative, the reader interested in having more details on the results obtained by *ANTCOL* and many other coloring heuristics on other instances is referred to [27].

All the experiments were done on a computer *Silicon Graphics Indigo2* (195 MHz, *IP28 processor*). We will not present the detailed CPU times for each graph because of their large variability. However, in order to give an idea of these CPU times, we mention that the time needed by *ANTCOL* to find a legal coloring varies from a few seconds to a few minutes if $|V| = 100$, from a few minutes to an hour if $|V| = 300$, from one to three hours if $|V| = 500$, and from three to eight hours if $|V| = 1000$. These computing times are comparable with the ones needed by the other methods. Once again, the reader interested in getting more detailed is referred to [27].

The results associated with *ANT-DSATUR* and *ANT-RLF* are taken from [6]. For the other methods, we generated four graphs for each considered value of $|V|$ and performed four runs on each graph. The results are summarized in Table 1. For each size $|V|$, we give the ”most likely” number of colors used by each method to generate legal colorings. By ”most likely”, we mean the number of colors for which the success rate was at least 50%. In brackets, we mention the smallest number of colors found by each method on at least one
graph. For example, for $|V| = 300$, ANTCOL will most likely build legal 39-colorings, and will sometimes generate legal colorings using only 37 colors.

| $|V|$ | ANT-RLF | ANT-DSATUR | DSATUR | Tabuco | GH | ANTCOL |
|-----|----------|------------|--------|--------|----|--------|
| 100 | 16 (15)  | 16 (15)    | 19 (18)| 14     | 14 | 16 (16) |
| 300 | 36 (35)  | 39 (38)    | 43 (42)| 33     | 33 | 39 (37) |
| 500 | 56 (55)  | 68 (67)    | 66 (65)| 49     | 48 | 59 (57) |
| 1000| 111 (111)| 121 (121)  | 115 (114)| 89     | 84 | 106 (105)|

Table 1: Comparison of ANTCOL with five other heuristics

We can first observe that ANTCOL is much better than Dsatur. However, both algorithms are based on the same coloring strategy, which is to iteratively select a vertex with a large saturation degree, and to assign to it the best possible color. This means that the ingredients we add to Dsatur in order to elaborate ANTCOL are useful. The same conclusion holds when comparing Dsatur with ANT-DSATUR.

Then, we can remark that as soon as $|V| > 100$, ANTCOL is much better than ANT-DSATUR, which is another ant algorithm also based on Dsatur. This probably indicates that it is better to make one solution evolve instead of performing several multi-starts. The same kind of remark holds if we compare ANTCOL with ANT-RLF on graphs with $|V| = 1000$.

Finally, we see that ANTCOL is not competitive at all with Tabuco, and thus with GH which uses Tabuco as intensification procedure. We think that this is mainly due to the fact that in ANTCOL, too many ingredients are used to define the greedy force and the trail system. Thus, the algorithm is very slow because lots of computation is needed to only change the color of a small number of vertices. This kind of conclusion also holds for the two other existing ant heuristics for the GCP [6], [24].

Remember that in [6], an ant is a constructive heuristic, and in [24], an ant is a local search heuristic. But in contrast, in ANTCOL, each individual ant only helps giving a color to a single vertex, which is not a significant role. Hence, we have shown that we can obtain competitive results in comparison with other ant coloring methods by giving a minor role to each ant.

References

Variance reduction techniques in the Monte Carlo simulation of clinical electron linear accelerators driven by the ant colony method

Salvador García-Pareja¹, Manuel Vilches², and Antonio M. Lallena³

¹ Servicio de Radiofísica Hospitalaria, Hospital Regional Universitario “Carlos Haya”, Avda. Carlos Haya, s/n, E-29010 Málaga, Spain.
² Servicio de Física y Protección Radiológica, Hospital Regional Universitario “Virgen de las Nieves”, Avda. de las Fuerzas Armadas, 2, E-18014 Granada, Spain.
³ Departamento de Física Moderna, Universidad de Granada, E-18071 Granada, Spain.

Abstract. The ant colony method is used to drive the application of variance reduction techniques to the simulation of clinical electron linear accelerators of use in cancer therapy. In particular, splitting and Russian roulette, two standard variance reduction methods, are considered. The approach can be applied to any accelerator in a straightforward way and permits, in addition, to investigate the “hot” regions of the accelerator, an information which is basic to develop a source model for this therapy tool.

1 Introduction

Electron beams produced by linear accelerators (LINAC) are used extensively in radiotherapy treatments. The finite range of the electrons in the tissue allows to treat superficial cancers, avoiding surrounding tissue radiation-induced complications. However, high accuracy dose distributions are essential for assessing the effectiveness of a given treatment. Nowadays, Monte Carlo (MC) simulation is generally considered to be the most accurate approach to electron dose calculation. In order to achieve this accuracy, a detailed information about the characteristics of the electron beam is required. This information includes the energy, angular and spatial distributions of the particles in the clinical beam and to obtain it, a detailed knowledge of the geometrical aspects of the LINAC is needed to simulate the transport of particles through the treatment head. In the MC simulation, the passage of the electrons through the beam modifiers included in the LINAC is followed accounting for all physical processes of clinical significance.

To obtain the required accuracy in the dose calculations, the details concerning the beam are usually determined by means of an iterative process, in which the simulation results are tuned with experimental data until a good match is obtained. Nevertheless, the full MC simulation remains, in general, incompatible with a possible clinical treatment implementation, mainly due to the high computing time required to achieve an acceptable statistical uncertainty.
Computing time can be reduced by recording the phase-space information for each particle that escapes the treatment head. This information includes charge, energy, direction and position of the particle, as well as a tag recording detailed information about its history [1]. Once the phase-space has been obtained, it can be used to complete the simulation on the patient in a second step. A first (minor) problem is linked to the storage requirement for the phase-space files containing millions of photons and electrons [2]. A more important point relies on the fact that, since the beam characteristics are usually different, even for the same type of LINAC, it is necessary to tune each individual LINAC to obtain the phase-space data needed for MC treatment planning. Besides, and depending on the way the simulation is performed, one should analyze each beam configuration individually. Another problem is linked to the correlations that can be generated by the re-use of the phase-space in case more statistics is required to reduce the variance. All these aspects make the quality assurance a difficult task which requires both MC simulation experience and much more time than that usually employed for commissioning a conventional electron treatment planning system.

An alternative to the phase-space approach is the so-called source model [2–6]. The source model considers multiple virtual sources emulating the effect of the LINAC head components in the beam. The tuning process for every individual LINAC consists in adjusting the source parameters. As a result, the dosimetric quantities obtained have a precision comparable to that obtained within the full MC simulation and one avoids storage problems, does not need to simulate the full LINAC geometry (where a major part of the computer time is elapsed) and can safely reduce the uncertainty by increasing the number of electron histories followed.

Variance reduction techniques can be used to make calculations more efficient, whatever the methodology to perform the simulations one chooses [7]. In the case of the simulation of LINACs, where the interest is focused on a localised spatial region (the phantom or the patient), the so-called Splitting (Sp) and Russian Roulette (Rr) techniques appear to be particularly appropriate. The basic idea of these two methods is to favour the flux of radiation towards the region of interest and inhibit the radiation that leaves that region. The variance reduction is accomplished by modifying the relative weights of the particles. Sp should be applied to a particle which “approaches” the region of interest: the particle is transformed in a certain number of identical particles with smaller weights. On the contrary, Rr “kills”, with a certain probability, those particles which tend to move away from the region of interest, increasing their weight if they survive. The important point is that when they are used together the simulation remains unbiased [7,8]. The application of these techniques requires a very careful analysis of each particular problem, the most delicate question being how to fix the criteria for switching on each of them. In particular, for the LINAC problem, a lot of simulations must be done to investigate the geometry elements where particles stay for a longer time and to obtain the probabilities that particles coming from the different regions arrive, finally, to the region of interest.

In this paper we discuss how the ant colony method can be used to drive these two variance reduction techniques in MC simulations of LINAC electron beams. The main purpose of this work is to evaluate if the ant colony permits to establish the application criteria of Sp and Rr, avoiding the cumbersome preliminary study above discussed. The results quoted here are for the LINAC Siemens Mevatron KDS and the MC code PENELOPE, although the methodology can be applied to any LINAC and MC code. In the next section the LINAC

\footnote{The term history corresponds to the simulation of a primary particle and all the secondaries produced by it until their energy falls below the energy cut or leave the system.}
geometry, the MC code, the variance reduction techniques as well as the way the ant colony method has been implemented are described. In Sect. 3 we compare the results obtained with and without applying the variance reduction techniques. In particular we analyze the influence of these methods with respect to the dose, the computing time and the statistical fluctuations. We draw our conclusions in the last section.

2 Materials and Methods

2.1 The Siemens Mevatron KDS accelerator

This study has been carried out on a Mevatron KDS LINAC manufactured by Siemens. This LINAC permits to use electron beams with nominal energies of 6, 8, 10, 12, 15 and 18 MeV. For the sake of simplicity, in what follows we quote the results obtained for 12 MeV electron beams.

The detailed description of the geometry that is required for the accurate simulation has been provided by the manufacturer. The primary electron beam was assumed to originate...
from a monoenergetic and monodirectional point source (see Fig. 1). Electrons are injected in the treatment head through its entrance window, consisting of two titanium foils of 50.8 µm of thickness with an inner water flux 0.762 mm thick which is needed for cooling. This window has a radius of 3.9 mm. The first scattering foil is situated at 1.03 cm below the entrance window and has a composition and a thickness which depends on the nominal energy selected. For the 12 MeV beam it consists of 102 µm of gold. A second scattering foil made of aluminium permits to achieve the homogeneity of the electron field. It is situated at 10.1 cm of the first scattering foil and consists of three slabs of 178, 381 and 254 µm of thickness and radii 5.0, 9.1 and 14.0 mm, respectively. A cylindrical monitoring ionization chamber of 1.4 cm of radius appears 1 cm below the second scattering foil. It consists of Kapton® and gold foils separating two volumes of air. In actual simulations, the geometry of this chamber is simplified as a couple of slabs (0.9 µm of gold and 196 µm of Kapton®) separated by 1 mm of air.

Two pairs of tungsten jaws (see Fig. 2) limit the radiation field in the directions perpendicular to the beam line (which is chosen to be $z$). In electron beam mode, the jaws keep a fixed position that determine a $25 \times 25$ cm$^2$ field at 100 cm from the source. The upper

\(^2\) Kapton® is a type of polyimide polymer.

\(^3\) The LINAC can be also used to generate photon beams.
(lower) jaws have dimensions of $13.5 \times 11.5 \times 7.5 \text{ cm}^3$ ($16.5 \times 11.5 \times 7.5 \text{ cm}^3$), their geometrical centers are situated at $A = 25.6 \text{ cm}$ ($33.4 \text{ cm}$) from the entrance window and are shifted a distance $B = 9 \text{ cm}$ in the $x$ direction ($10 \text{ cm}$ in the $y$ direction). The collimator angle $\theta$ is $7.125^\circ$ for all jaws.

In order to eliminate the scattered radiation due to the electron scattering in air, an applicator near the patient surface is necessary for the treatment. In our analysis, this element has not been considered because it is a piece strongly dependent on the patient and the particular treatment plan.

Finally, a water phantom is included to determine the depth dose distribution. In the MC simulations done in this work, we have focused on the dose in the beam axis and we have scored the dose in cylindrical voxels with 1 cm of radius and 1 mm of height.

### 2.2 The PENELOPE code system

The Monte Carlo code system PENELOPE (v. 2003) [8] has been used to simulate the coupled electron/photon transport. It consists of a Fortran 77 subroutine package that handles the transport process as well as the geometry of the problem. The user, in turn, has to provide a main program that controls the evolution of the generated histories and keeps score of the relevant quantities.

According to Berger’s terminology [9] and regarding the simulation of the interactions of electrons (and positrons), PENELOPE may be classified as a class II code. Hard collisions (those leading to large angular deflections and/or energy losses) are simulated in a detailed manner, whereas soft events are described by means of a multiple scattering approach. This mixed simulation scheme is implemented through the so-called random-hinge algorithm, which has been proved to be very stable even in extreme situations [10]. On the other hand, photon transport is performed by a conventional detailed simulation procedure.

The speed and accuracy of the simulation of electrons and positrons is determined by the values of the simulation parameters. All simulations reported below, were carried out with “safe” parameters [8, 11]: absorption energies $E_{\text{abs}}$ equal to 100 keV and 10 keV for electrons (or positrons) and photons, respectively; mixed simulation cutoffs $W_{cc}$ and $W_{cr}$ equal to 5 keV and 1 keV, respectively; parameters $C_1$ and $C_2$, which determine the angular deflection cut-offs, equal to 0.05. The maximum allowed step length $s_{\text{max}}$ was fixed to one tenth of the characteristic thickness of each body.

### 2.3 Variance reduction techniques

In analogue MC calculations in which the full stochastic transport of particles is simulated, the trivial way to reduce the estimated variance is to run more histories until the desired level of accuracy is reached. The reduction factor is proportional to the squared root of the number of histories followed.

In MC simulations is a common practice to define the efficiency, $\epsilon$, of a given procedure

$$
\epsilon = \frac{1}{s^2 T},
$$

where $s^2$ is the estimated variance and $T$ is the computing time used. According to Eq. (1), the efficiency of MC simulations can be increased by reducing the variance or reducing the
time per history followed. The techniques leading to an increase in the efficiency, even if they are not related to variance reduction, are usually called variance reduction techniques.

For the problem we are interested in, that is the simulation of a LINAC, the important quantity is the dose deposited in the water phantom. Then, a way to reduce the variance is to follow completely those histories which are expected to give contribution to this dose and to forget the remaining ones. The discrimination between both types of histories is usually done by taking care of the regions of the geometry they go through. There are two techniques which are very useful in this respect when used together: Sp and Rr [7,8]. The basic idea of these methods is to favour the flux of radiation towards the region of interest and inhibit the radiation that leaves that region. Variance reduction is accomplished by modifying the weights of the particles simulated. It is assumed that primary particles start moving with unit weight. On the other hand, the initial weight of any produced particle equals that of the particle which produced it. Sp consists in transforming a particle, with weight \(w_0\) and in a certain state, into a number \(s > 1\) of identical particles with weights \(w = w_0/s\) in the same state. Sp should be applied when the particle approaches the region of interest. The Rr technique is related to the reverse process: when a particle tends to move away from the region of interest it is killed with a certain probability, \(r < 1\), and, if it survives, its weight is increased by a factor \(1/(1 − r)\). In this way, splitting and killing leave the simulation unbiased. After completing a number \(N\) of histories, the expected value \(⟨F⟩\) of a certain quantity of interest \(F\) is estimated by means of the average

\[
F = \frac{1}{N} \sum_{i,j} w_{ij} f_{ij},
\]

where \(w_{ij}\) and \(f_{ij}\) denote, respectively, the weight and the contribution to the score of the \(j\)-th particle \((j=1\) for the primary and \(j > 1\) for the secondary) of the \(i\)-th history. The central limit theorem ensures that, when \(N \to \infty\), the probability distribution of \(F\) is Gaussian and then, in this limit,

\[
s^2 = \frac{1}{N} \left[ \frac{1}{N} \sum_{i} \left( \sum_{j} w_{ij} f_{ij} \right)^2 - F^2 \right]
\]

is an unbiased estimator of the variance of \(F\). As every scoring voxel has its own uncertainty, in this work we have used the variance of the voxel with maximum dose to estimate the efficiency of the simulation. Simulation results are commonly expressed in the form \(F \pm ks\). All the uncertainties quoted throughout this paper have been obtained using \(k = 3\), so that the probability that the true value \(F\) lies within the error bar is 99.7%.

The efficiency of the Rr and the Sp relies on the strategy used to decide when splitting and killing must to be applied. If Rr is used in such a way that many particles surviving with high weight reach the region of interest, the variance increases and the efficiency reduces. The same occurs if Sp is used in regions were very few particles passing through them contribute to the quantity of interest, because too much time is occupied simulating histories with low contribution.

In our problem, the beam is mainly intercepted by the jaws. For example, the angular distribution of the electrons of a 12 MeV beam after passing through the scattering foils, considering the full geometry of the LINAC, is shown in Fig. 3. The jaws intercept electrons with polar angles larger than 7.125° and, as we can see, a large fraction of the initial electrons can be absorbed. In fact, the percentage of primary electrons reaching the water phantom...
Fig. 3. Angular distribution, per solid angle, for the 12 MeV beam below the scattering foils. Electrons with angles greater than 7.125° are intercepted by jaws. Error bars are smaller than the symbols used.

for the 12 MeV beam is 17.29 ± 0.02%. Similar values are obtained for other energies. However, we can not neglect completely the electrons absorbed by the jaws because they can contribute to the dose in the phantom by means of the secondary particles they generate, mainly Bremsstrahlung photons. Then, a lot of computing time must be expend to simulate these particles which give a rather small contribution. This is a nice situation to apply Rr. The increase in the variance produced by the higher weight of the surviving secondary particles is then rearranged introducing Sp for those particles which approach the phantom.

The important point is how and where Rr and Sp must be applied. In a previous work [12], some “ad hoc” criteria were adopted. As said above, a major part of the simulation time is elapsed by particles inside the jaws. We applied Rr to particles entering the jaws at a distance from their inner side larger than a value which is related to the range of the more energetic particles moving inside the jaws. For the case we are analyzing here, this distance was fixed to 4 mm and a probability \( r = 0.9 \) was chosen. Additionally, and for each body in the geometry, a threshold energy was fixed in such a way that those particles with an energy smaller than these cut values were killed with a certain probability. The threshold energy was fixed to 3 MeV and the probabilities ranged from \( r = 0.7 \) (for the phantom and the air above it) and 0.9 (for the entrance window, the dispersive foils and the ionization chamber). Sp was applied to particles reaching the phantom with \( s = 50 \). The combined use of Sp and Rr permitted to reduce the simulation time by a factor \( \sim 40 \).

### 2.4 Ant colony approach

The CPU time reduction just mentioned implies a noticeable improvement in the LINAC simulation. However, the approach described requires a careful analysis of the geometry of the system and needs of an important number of simulations allowing to get a detailed knowledge about which one of regions in the simulation space are more expensive (in the
sense of CPU time). It is evident that this procedure cannot be blindly applied to other LINACs, being necessary to develop the same kind of study for each system that one wants to simulate.

In this work we propose to use a method based on an ant colony algorithm to drive the application of Rr and Sp. The purpose is to have a procedure, robust enough to be applied to any LINAC without previous analysis.

Ant colony algorithms were first introduced by Dorigo et al. [13]. These algorithms are inspired in the behavior of actual ant colonies and permit to create optimization tools to solve problems like that of the traveling salesman [14]. The problem is formulated in terms of ants going out from the nest to look for food. In their trajectories ants leave pheromone and the level of pheromone in a trajectory increases as a function of the number of ants which travel by this trajectory, while it is reduced when it is not visited with a certain frequency. The key point is to define a parameter which plays the role of the level of pheromone. In our case the analogy established is that electrons go from the source (the nest) to the detection region (the food). If we force electrons to follow a particular trail, our results would show a clear bias, but playing Rr when electrons loose the trail and Sp when they follow it, leave the simulation unbiased.

We have divided the full geometry of our problem in a set of fictitious volume cells which are characterized by a value of a parameter known as importance, I. This parameter is the analogue of the pheromone level and formally is a measure of the expected contribution of the particles which reach a given cell and score to the quantity interest. In its simplest form, the logic is to split particles when they pass from a cell with a given value of I to another with a higher one. Rr is applied when the importance reduces. The ratio s/r is governed by the ratio of the importance on both sides of the boundary. A similar method was implemented in the MC code MCBEND [15,16] to solve shielding problems.

The importance map can have as much dimensions as needed because one can include not only spatial characteristics, but also energy, direction of motion, particle type, material, etc. In our case, we have considered three spatial dimensions (cubes sided 1 cm), two energy cells, dividing the initial electron energy in two, and each cell is divided additionally in two, according to the material (air or any other scatterer) filling it. The importance map is only defined for electrons whose simulation is more time consuming.

To define the importance values in each cell a dynamic process is considered. Starting the simulation, the complete map has value I equal to 1. The weights of particles take also value 1 at the source. During the simulation two quantities are scored. The first is \( N_e^B(i) \), which is the number of electrons beginning a step of their track in i-th cell. The second is \( N_e^D(i) \), which is the number of electrons that, having been scored in \( N_e^B(i) \), reach the detection region. Thus, the ratio of electrons passing through the i-th cell and reaching the region of interest is

\[
P(i) = \frac{N_e^D(i)}{N_e^B(i)}.
\] (4)

Obviously, \( P(i) \) can only take values from 0 (no electrons passing trough that cell reach the detector) to 1 (all electrons reach it). This magnitude help us to define the importance \( I(i) \) of a given cell. In principle, one can use any increasing function with a minimum when \( P(i) = 0 \) and a maximum when \( P(i) = 1 \). It is worth to take care of the values of the importance because if the criterion chosen is not appropriate, particles with very different weights could arrive to the region of interest and the uncertainty of the simulated quantities
will increase. In our case we have assumed

$$I(i) = 2^k,$$

with

$$k = \begin{cases} 
\left\lceil \frac{P(i)}{P(0)} - 5 \right\rceil, & \text{if } P(i) \leq P(0) \\
\left\lceil \frac{7P(i) - P(0)}{1 - P(0)} \right\rceil, & \text{if } P(i) > P(0)
\end{cases}.$$  \hfill (6)

Here $[\alpha]$ indicates the integer part of $\alpha$ and $P(0)$ the ratio of electrons that starting from the source reach the detection region. In this manner, $I$ takes values from $2^{-5}$ to $2^7$ and $I(0)$ is always equal to 1. These limit values are arbitrary but have to be tested because if the interval is too broad or too narrow the efficiency could decrease. $P(i)$ changes during the simulation and $I(i)$ also do it.

If the particle which is simulated has a weight $w$ and is at the $i$-th cell, the algorithm that uses Rr or Sp is as follows:

- If $I(i) \cdot w > 1$, split the particle in $s = I(i) \cdot w$ particles, each one with corrected weight $w' = w/s = [I(i)]^{-1}$.
- If $I(i) \cdot w < 1$, apply Rr with probability $r = 1 - I(i) \cdot w$; if the particle survives, the new weight is $w' = w/(1 - r) = [I(i)]^{-1}$.
- If $I(i) \cdot w = 1$, neither Sp nor Rr is applied.

The continuous redefinition of the value of the importance in each cell (each history modifies the value of $I$ in the cells it pass trough) points out the cooperative characteristic of this procedure.

### 3 Results

Following the methodology described in the previous section, we run two kinds of simulations: (i) analogue simulations with no variance reduction and (ii) accelerated simulations using the importance map with Rr and Sp. For the results quoted below, analogue simulations were done by following $4 \cdot 10^7$ histories, while accelerated simulations were performed following $7 \cdot 10^6$ histories. Calculations have been done with a PC Pentium 4 at 1.6 GHz, with 512 MB of RAM memory and Windows XP operating system. The Intel Fortran Compiler 7.0 with the compilation option of the velocity optimization was used.

Fig. 4 shows a comparison between the depth dose distributions obtained for the 12 MeV electron beam with both types of simulations. Therein, the solid line represents the results calculated using the importance map driving the Sp and the Rr methods. Symbols represent the results found with the analogue simulation, without variance reduction techniques. The uncertainties of the results obtained within the accelerated scheme are similar to those quoted for the analogue simulation.

As we can see the agreement between both calculations is remarkable and this points out the feasibility and validity of the methodology proposed. The advantage of this last is evident in Table 1, where the CPU time elapsed in the complete simulations, the value of $s$ for the voxel with maximum depth dose and the efficiency are compared. As we can see,
**Fig. 4.** Depth dose distribution in the beam axis as a function of the depth in the water phantom for the 12 MeV electron beam. Symbols represent the accelerated calculation. Solid line corresponds to the analogue simulation. Error bars in this last case are of the same order as in the accelerated simulation.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>CPU time $s_{max}$ [%]</th>
<th>$\epsilon$ [s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analogue</td>
<td>220.0 h 2.0 3.04 $\times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>Accelerated</td>
<td>5.3 h 1.8 3.58 $\times 10^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.** CPU time, standard deviation for maximum dose, and efficiency for the 12 MeV electron beam.

A similar level of uncertainty is found in both calculations ($s_{max} = 2.0\%$ in the analogue simulations and $1.8\%$ in the accelerated one), but the CPU time is reduced by a factor larger than 40 and the efficiency is increased by two order of magnitude.

To finish, we show in Fig. 5 the importance map obtained in our calculations for the high energy particles (that is electrons with energy larger than half the initial energy) in air (left) and for low energy electrons in materials different to air (right). Therein black regions correspond to cells where no particles pass through. White regions are those showing a higher value of the importance parameter. In the right panel one can distinguish the scattering foils and the jaws. Also the phantom is evident. This map inform us about those regions of the geometry which act as radiation sources for the particular situation which is being analyzed. This information is strongly important if one is trying to develop a source model for the LINAC.
4 Conclusions

In this work we have used the ant colony method to drive the application of two standard variance reduction techniques, Sp and Rr, which are used together in practice. An application to the simulation of a LINAC utilized in cancer therapy has been developed.

Results show a very good agreement between the simulations performed by applying the variance reduction techniques and those done in a full analogue way, with no acceleration at all. CPU times are reduced by a factor 40, whereas the efficiency of the simulation increases by two orders of magnitude.

Finally, the importance map permits to obtain information about the actual radiation sources of the LINAC and contributes to an easier development of a source model of it.

The use of the ant colony approach to drive Rr and Sp variance reduction methods, does not improve the CPU time needed for the simulation in comparison with the application of Rr and Sp methods based on “ad hoc” criteria fixed for the particular LINAC studied. However, the procedure can be applied to any LINAC and for any MC simulation code without the previous detailed study of the geometry of the system which is mandatory to establish the right Rr and Sp application criteria.
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1 Introduction

There are different techniques which allow us to see whether a particular stock is valued as cheap or expensive (fundamental analysis) or whether the price is in an upward or downward trend (technical analysis). However, an investor should not really focus on just the one particular stock, but on all the stocks making up a specific market (in our case the Continuous Spanish Market), or even focus on stocks in other countries, in order to create a stock portfolio.

When creating a portfolio, you can take into account the risk aversion of the investor, who, following the Markowitz theory, will want to obtain maximum profit with minimum risk ( [16]). Usually, when a portfolio of stocks is created, the investor hopes to make a profit within a specific period of time, without a dynamic management of the stocks making up the portfolio.

In [1], we proposed a heuristic algorithm called TRADINNOVA, which intelligently simulates the performance of an investor in the Continuous Market applying rules in order to buy and sell stocks. This algorithm is based on the premise that on any given day in the stock market you can select a combination of stocks with which you hope to make a good profit. The heuristic techniques in order to select these stocks can be extremely diverse, from technical or fundamental analysis to artificial intelligence techniques such as neuronal networks, Bayesian networks, news analysis, market climate analysis, etc ( [6–13]). Once these stocks have been selected, TRADINNOVA chooses the best stock to buy and its purchase price. As the days go by it decides when to sell and the selling price, what other stocks can be bought and also follows up the buying or selling orders which are not carried out, in order to act upon them.
TRADINNOVA dynamically manages stocks in a period of time, widening the traditional Markowitz model which does not stipulate the moment for buying and selling the stocks, and extending the capacities of selection of the stocks as it is the investor who chooses the heuristic technique to use when selecting stocks, thereby adapting the algorithm to the personal preferences of the investor.

In this paper, we present an extension of TRADINNOVA, called TRADINNOVA-ACO, in which in order to select the stocks to be bought or sold an ant colony optimization algorithm is used.

The paper is organized in the following way: firstly, we introduce the field of stock market investment, commenting on the prediction techniques which are generally used, and we introduce the concept of the optimum sequence in buying and selling. In section 3, we introduce ant colony optimization, seeing how the problem is characterized, in order to then see, in the following section, how this metaheuristic can be used to make stock market predictions. Finally, we finish with conclusions and future research.

2 Stock market investment

2.1 Prediction techniques

Apart from the techniques which try to determine whether a stock is valued as cheap or expensive (fundamental analysis) or whether its price is in an upward or downward trend (technical analysis), there are numerous artificial intelligence studies to predict the value of a specific stock, with neuronal networks being the most frequently used technique ([6–8]). Genetic algorithms are also used to optimize the parameters of these neuronal networks or to optimize the technical analysis of a stock ([9,10]).

There are also studies into how to predict the performance of a stock from news published on the Internet ([12,13]).

If we go by [11], the techniques to apply in finance can be divided into 5 categories (Fig. 1).

![Fig. 1. Classification of the techniques to apply to finance](image-url)
All techniques advise us on the purchase of a particular stock. However, once the performance of a stock, or a group of stocks, has been predicted, it would be necessary to apply a policy of buying and selling in order to maximize the profit and thereby provide a dynamic management of the stocks, as done in TRADINNOVA.

2.2 Optimum dealing sequence

As the days go by, in the Continuous Market, stocks rise and fall by a certain percentage, and an investor will sell and buy stocks throughout those days. But, what would be the ideal dealing sequence in order to maximize profit? In principle, the answer would be easy if we already knew how the market was going to perform, as the ideal situation would be to invest, each day, all of the money in the stock in the market which rises the most on that day, as long as the stock rises enough so that commissions don’t lose us money in the end.

It is of course, impossible to know which stock this will be. Due to this drawback, what the investor has to do is invest in the stock which has the best chance of rising (statistically, technically, fundamentally, etc). Obviously, a stock has more chance of rising if it is in an upward trend, and supposedly, if a stock is in an upward trend, the purchase of that stock will form part of an “optimum” dealing sequence.

In order to obtain this “optimum” dealing sequence we are going to use the metaheuristic of the ant colony. Here we will briefly describe this metaheuristic.

3 Ant Colony Optimization (ACO)

3.1 Introduction

Ants are social insects which live in colonies and, due to their mutual collaboration, are capable of displaying complex behavior and completing difficult tasks from the point of view of an individual ant.

While they move within the ant hill and the food source, some species of ants deposit a chemical substance known as pheromone (a substance which can be “smelt”). If no trace of pheromone is found, the ants move in a basically random manner, but when deposited pheromone is in existence, they are more likely to follow the trail. Given that ants deposit pheromone on the path they are following, this behavior leads to positive feedback, concluding in the formation of a trail marked out by a higher concentration of pheromone. This behavior allows ants to find the shortest paths between the ant hill and the food source.

3.2 From natural ants to the ant colony optimization metaheuristic

ACO algorithms are directly inspired by the behavior of real ant colonies in order to solve combinatorial optimization problems (NP-Hard problems). The artificial ant is a simple computational agent which tries to find possible solutions to the problem by exploiting the available pheromone trails and heuristic information. ACO algorithms are essentially constructive algorithms: in each repetition of the algorithm, each ant builds a solution to the problem referring to a construction graph.
Characterization of the problems. In general the problems to be resolved by this algorithm have the following characteristics:

1. There is a finite set of components $N = \{n_1, n_2, \ldots, n_k\}$, each of these will be represented by a node on a graph.

2. There is a set of constraints $REST$ defined by the problem to be solved.

3. The problem presents diverse states which are defined according to components ordered by sequences $EST = < n_r, n_s, \ldots, n_u, \ldots >$ (to simplify) on the elements of $N$. If $T$ is the set of all possible sequences, we will call $S$ the set of possible (sub)sequences which respect the constraints $REST$. The elements in $S$ define the possible status, which correspond with paths on the graph, that is, sequences of nodes or edges.

4. There is a neighborhood structure which defines the edges of the graph. So $a_{rs}$ would be the connection/transition of $n_r$ with its neighbor of $n_s$ if:
   - Both $n_r$ and $n_s$ belong to $T$.
   - The state $n_s$ can be reached from $n_r$ in a logical step, there should be a valid transition between $r$ and $s$. The neighborhood reachable by $n_r$ is the set which contains all of the sequences $N_s \in S$.

5. Explicit costs, $c_{rs}$, associated with each edge must exist.

6. A solution, $SOL$, is an element of $S$ which verifies all of the requisites of the problem.

7. There is a cost, $C(SOL)$, associated with each solution $SOL$.

8. In some cases, it is possible to associate a cost, or an estimation of it can be associated with the states.

Structure of a generic ACO algorithm. Next we will show the original algorithm in pseudocode of the ant colony metaheuristic optimization, as specified in [3].

Procedure ACO-Meta_heuristic()

while (termination_criterion_not_satisfied)
    schedule activities
    ants_generation_and_activity();
    pheromone_evaporation();
    daemon_actions(); {optional}
end schedule_activities
end while
end Procedure

Procedure ants_generation_and_activity()

while (available_resources)
    schedule_the_creation_of_a_new_ant();
    new_active_ant();
end while
end Procedure
Procedure new_active_ant() {ant lifecycle}
    initialize_ant();
    M = update_ant_memory();
    while (current state <> target state)
        A = read_local_ant-routing_table();
        P=compute transition probabilities(A,M,problem_constraints);
        next_state=apply_ant_decision_policy(P,problem_constraints);
        move_to_next_state(next_state);
        if (online_step-by-step_pheromone_update)
            deposit_pheromone_on_the_visited_arc();
            update_ant_routing_table();
        end if
        M = update_internal_state();
    end while
    if (online_delayed_pheromone_update)
        evaluate_solution();
        deposit_pheromone_on_all_visited_arcs();
        update_ant_routing_table();
    end if
    die();
end Procedure

Fig. 2. Original ACO algorithm

How it works. The ants (artificial) in a colony move, concurrently and asynchronously, through the states adjacent to the problem (which can be represented in graph form with weights). This movement is carried out by following a rule of transition based on the local information available in the components (nodes). This local information includes the heuristic and memoristic information (pheromone trail) to guide the search. On moving around the construction graph, the ants build solutions incrementally. Optionally, the ants can deposit pheromone each time they cross an arc (connection) while they build the solution (linear renewal, step by step, of the pheromone trail). Once each ant has generated a solution it is evaluated and can deposit a quantity of pheromone depending on the quality of the solution (linear renewal of the pheromone trails). This information will guide the search of the other ants in the colony in the future.

4 Use of the ant colony for stock market prediction

4.1 Characterization of the problem

What we will attempt to optimize is the daily sequence of buying and selling stocks, starting from their historic price. Therefore each node on the graph will contain a specific stock next to the price registered on a particular day.
Each day it will be possible to either have the money invested in one of these stocks or keep it in cash, and the next day, keep the stock that we had, or sell it in order to recover the money, with which you may (or may not) wish to acquire a new stock.

This deal will produce a profit which accumulates over the days. To select which stock it is best to invest in each day we can use different heuristic techniques, such as technical stock analysis.

To illustrate the problem, we can observe Fig. 3, in which on the first day the investor has a quantity of money which can be invested (or not) in any of the stocks which constitute the market, in this case, A, B or C. For the following day, the investor can either change where they have the stock or cash them in. The days will continue to go by until money has definitely been made and we can check how much money has finally been made with the dealing sequence. What we are trying to discover is the most profitable buying and selling sequence.

If we go by the ACO terminology explained in 3.2 each ant would represent an investor buying and selling stocks on the continuous market:

1. For each day there would be different nodes on the graph representing the stocks and their values: \( N = \{a_1, b_1, c_1, \ldots, n_1, a_2, b_2, c_2, \ldots, n_2, a_m, b_m, c_m, \ldots, n_m\} \). Where \((a, b, c, \ldots, n)\) represent the prices fixed by \(n\) different stocks from day 1 until day \(m\).

2. There are constraints to be applied (REST) so if each day an ant is in one of the nodes corresponding to that day, the next day it will either be able to continue in that node or jump to any of the other nodes corresponding to the following day.

3. The states of the problems are any combination of the elements of \(N\). We would designate as \(S\) the sets of possible (sub)sequences which respect the constraints REST. The elements in \(S\) would define the buying and selling done by an investor over \(m\) days.

4. The neighbourhood structure which defines the edges of the graph will be defined so that if we find ourselves in the node \(i_r \in (a_r, b_r, c_r, \ldots, n_r)\), we will only be able to move to node \(j_s\) as long as \(i \neq j \land s > r\). In other words, if we find ourselves invested in a

---

**Fig. 3.** Graph for stock dealing
stock $i$ on one day $r$, the transition which would be considered valid would be to invest in a stock $j$ (different to the previous one) on any other day after $s$.

5. There are costs or profits which are produced as we move around the edges, depending on whether there is a profit or loss made on the different stock deals.

6. A solution $SOL$ is an element of $S$ that verifies all of the requisites of the problem.

7. There is a profit $B(SOL)$ associated with each solution $SOL$.

8. When a state has been invested in, we can calculate the profit expected by moving to another state using different heuristic techniques (technical, fundamental, neuronal network analysis).

### 4.2 Application of the metaheuristic: TRADINNOVA-ACO

The proposal is the application of the following ACO metaheuristic algorithm to stock market investment (modified from the original ACO algorithm specified in [2] and [3]):

Procedure Tradinnova-ACO()
    parameter-initialization
    while (termination-criterion-not-satisfied)
        schedule-activities
            investor-generation-and-activity()
            pheromone-evaporation()
            daemon-actions() {optional}
        end schedule-activities
    end while
end Procedure

Procedure investor-generation-and-activity()
    repeat in parallel for k=1 to m (number-of-investors)
        new-investor(k)
    end repeat in parallel
end Procedure

Procedure new-investor(investor-id)
    initialize-investor(investor-id)
    BS = initialize-investor-buy-sell-memory()
    while (current-date <> end-date)
        STC = compute-recommended-stocks ( Heuristic-Type, BS )
        selected-stock = apply-decision-policy ( STC, BS )
        buy-and-sell-to-move-to-next-state( selected-stock )
        if (on-line-step-by-step-pheromone-update)
            deposit-pheromone-on-the-visited-edge()
        end if
        BS = update-buy-sell-internal-state()
    end while
if (online-delayed-pheromone-update)
    for each visited edge
        deposit-pheromone-on-the-visited-edge()
    end for
end if
release-investor-resources(investor-id)
end Procedure

Fig. 4. TRADINNOVA-ACO: Application of the ACO metaheuristic to stock-market investment

In the proposed algorithm, instead of ants there are investors who will take different investment paths, while dealing, from an initial to a final date. The first step includes the initializing of the values of the parameters which are taken into consideration in the algorithm. Amongst others, this means fixing the first pheromone trail associated with each transition, the number of investors in the market \( m \), and the weights defining the proportion in which they will affect the heuristic and memoristic information in the rule of probabilistic transition.

The main procedure of TRADINNOVA-ACO controls, through the constructor \textit{schedule-activities}, the planning of the following three components:

- generating and bringing into operation the investors,
- the evaporation of pheromone, and
- the daemon actions.

On the other hand, the \textit{initialize-investor-buy-sell-memory()} procedure takes care of specifying which stock is bought initially, as it is considered as the initial state at which the investor begins his or her path as well as storing the corresponding component in the memory of the investor \( BS \) (the buying-selling sequence to be carried out).

Finally, we must mention that the \textit{compute-recommended-stocks} and \textit{apply-decision-policy} procedures take into consideration the current state of the investor, the current values of the pheromone visible in the said node and the constraints of the problem, in order to establish the probabilistic transition process towards other valid states.

4.3 Making the prediction

The supposition on which we calculate the optimum stock dealing sequence, in other words, that which produces the greatest profit, is that we will be able to focus on where we have invested on the last day, with there being two possible cases: that the money is either invested in a specific stock or cashed in.

If the money is cashed in, this will be due to the fact that it is not currently of interest to invest in a stock, but if the money is invested in a particular stock, we can assume that this latest stock chosen is in an upward trend, meaning that if we maintain this investment, we will achieve the greatest profits from investing in the best possible stock.

In other words, our algorithm proposes buying the last stock found within the optimum stock buying-selling sequence.
5 Preliminary studies and experiments

We have tested TRADINNOVA making a simulation in the Spanish Continuous Market since years 2001 and 2004, having in account operating of the market, applying commissions and giving the orders of buying and selling limited to a price. In the simulation, the most representative stocks (between that they had official quotation from the 02 January 2001 to the 30 December 2004) of the Spanish continuous market are considering. Of the IBEX35, 28 stocks have been chosen and 9 stocks of the remainder of the market. By means of a file .INI the different parameters of input to the algorithm are specified.

The experiments made with TRADINNOVA and the definition of the parameters are shown in [1].

The obtained results have been made with a simulation in different periods, to have more empirical data, obtaining in general quite good results. In the Fig. 5 we show, for the different periods in which the simulation has been made, the revaluation obtained by the IBEX35 and with TRADINNOVA.

As can be seen in [1], the results obtained by this algorithm are extremely encouraging, but a pending subject is to improve the criteria for selection. With TRADINNOVA-ACO we propose a new criteria to select the stocks through the optimum sequence of buying and selling stocks.

Fig. 5. IBEX35 vs TRADINNOVA
This subject is the objective of the TRADINNOVA-ACO algorithm. We are in the phase of modification of the TRADINNOVA algorithm in order to adapt it to the ACO metaheuristic. The preliminary studies augur good results of TRADINNOVA-ACO.

6 Conclusions and future research

In this paper it has been shown that dynamic management of stocks is necessary, because for this TRADINNOVA has been implemented. The results obtained by this algorithm are extremely encouraging and can be seen in [1].

This algorithm leaves the stock selection process up to the investor, who can use any technique. This has made it possible for us to introduce the ant colony optimization metaheuristic as criteria for selection. With this metaheuristic we achieve the optimum stock dealing path which an investor would take between specific dates, something which will help us in the selection process.

Future processes would mean the implementation of modifications in TRADINNOVA in order to adapt it to this metaheuristic and check whether the predictions made surpass the reference index. We also propose the use of other types of metaheuristics for this objective and, therefore, the carrying out of a comparative study of them when achieving the optimum stock dealing path.
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Abstract. In this paper we propose a Multi-Objective Ant Colony Optimization (MOACO) algorithm called CHAC, which has been designed to solve the problem of finding the path on a map (corresponding to a simulated battlefield) that minimizes resources while maximizing safety. CHAC uses a single colony and it has been implemented and tested with two different state transition rules: first one that combines the heuristic and pheromone information of both objectives and second one that is based on the dominance concept of multiobjective optimization problems. These rules have been evaluated in several different situations (maps with different degree of difficulty), and we have found that they yield better results than a greedy algorithm (taken as baseline) in addition to a military behaviour that is also better in the tactical sense. The rule which combines the information of both objectives, in general, yields better results than the one based on dominance.

1 Introduction

Prior to any combat manoeuvre, the unit commander must plan the best path to get to a position that is advantageous over the enemy in the tactical sense. This decision is conditioned by two criteria, speed and safety, which he must evaluate. The choice of a safe path is made when the enemy forces situation is not known, so the unit must move through hidden zones in order to avoid detection, which may correspond to a very long, and thus slower, path. On the other hand, the choice of a fast path is made when the unit is going to attack the enemy or if there are few hidden (safe) zones in the terrain and going through it may produce a lot of casualties. In any case, the computation of the best itinerary for the unit to reach the objective point is a very important tactical decision. We will try to make this decision in the paper by solving what we have called the military unit pathfinding problem.

This problem is similar to the common pathfinding problem with some additional features and restrictions. It intends to find the best path from an origin to a destination point in the battlefield but keeping a balance between route speed and safety. The unit has an energy (health) and a resource level which are consumed when the unit moves through the path depending on the kind of terrain and difference of height, so the problem objectives are adapted to minimize the consumption of resources (which usually means walking as
short/fast as possible) and the consumption of energy. In addition, there might be some enemies in the map (battlefield) which could shoot their weapons against the unit.

To solve the problem an Ant Colony System (ACS) algorithm has been adapted. It is a type of ACO [1, 2], which offers more control over the exploration and exploitation parts of search. In addition, some features to deal with the two objectives of the problem have been added (in [3] it can be found a survey of MO algorithms), so it is a MOACO algorithm (paper [4] presents a review of some of them). This problem had been solved so far using classical techniques like branch and bound or dynamic programming, which do not usually scale well with size, but to the best of our knowledge find no one that treat the problem as a multiobjective and solve it with a MOACO.

2 The Problem

Our objective in this paper is to give the unit commander, or to a simulated unit in a combat training simulator, a tactical decision capability so that it will be able to calculate the best path to its target point in the battlefield considering the same factors that a commander would.

The battlefield has been modeled as a cell grid, every cell corresponding to a 500x500 meter zone in real world.

The speed in a path is associated with the unit resources consumption because we have assigned a penalization to every cell related to the ‘difficulty’ of going through it and we have called this penalization resource cost of the cell. So, going through cells with more resource cost is more difficult and so more slow. Due to this justification, we refers to fast paths or paths with small resource cost.

Thus, the problem unit has two properties, a number of energy (which represent global health of unit soldiers or status of the unit vehicles) points and a number of resource (which represent unit supplies such as fuel, food and even moral) points. Its objective is to get to a target point with the maximum level in both properties.

The unit energy level is decremented in every cell of the path (the company depletes its human resources or vehicles suffer damage), which have a penalization called no combat casualties, depending on its type. In addition there is an extra penalization due to the impact of an enemy weapon in the cell. This value is calculated as combination of three other, the probability of enemy shoots, the probability of impact in the unit, and the damage it would produce to the unit. Moreover every cell has an assigned resources penalty depending on the type of terrain. There is an extra penalty when the unit goes from a cell to other with different height (if it goes down, the penalty is small than if it goes up).

Besides cost in energy, and cost in resources, cells have the following properties:

- **Type**: there are four kinds of cells: normal (flat terrain), forest, water and obstacle, three different types of terrain and obstacle which means a cell that the unit cannot going through. There are several subtypes: it can be an enemy unit position, problem unit position, or the target point; it can also be affected by enemy fire (with one hundred levels of impact) or be lethal for the problem unit.
- **Height**: an integer number (between -3 and 3) which represents a level of depth or height of a cell.

We have implemented an application in Delphi 7 for Windows XP in order to create the problem scenarios (battlefields) and also to visualize the solutions obtained by CHAC. This
application is available under request. Figure 1 shows an example of battlefield. It includes all typical features: enemy unit, obstacles, forest and water filled terrain accidents.

This implementation includes some constraints: problem and enemy units fill up exactly one cell (which corresponds with their size in real world). The problem unit as well as the target point must be located on the map; the presence of the enemy is optional. The unit can go only once through a cell and cannot go through cells occupied by an enemy or an obstacle, or cells with a cost in resources or energy bigger than what the unit has available. Some rules also apply to the line of sight, so that it behaves as realistically as possible.

3 The CHAC Algorithm

CHAC means Compañía de Hormigas Acorazadas or Armoured Ant Company to relate the ACO algorithms with the military scope of this application. It is an ACS adapted to deal with several objectives, that is, a MOACO or Multi-objective Ant Colony Optimization algorithm.

In order to approach it via an ACO algorithm, the problem must be transformed into a graph with weighted edges. Every cell in the map is considered a node in the graph and 8 edges connect it to every one of its neighbours (except in border cells). To deal with two objectives, there are two weights in every edge related to the cost of energy and resources, that is, a cost related to the energy expenses (cost assigned to the destination node of the
edge) and other related to the consumption of resources if the unit moves from one cell to its neighbour following that edge (which depends on the types of both nodes and height difference between them).

The algorithm implemented within CHAC is constructive which means that in every iteration, every ant builds a complete solution, if possible (there are some constraints, for example the unit cannot go through one node twice in the same path), by travelling through the graph. In order to guide this movement, the algorithm uses information of two kinds: pheromone and heuristic, that will be combined.

Since it is a multiobjective problem, CHAC uses two pheromone matrices, one per objective, and two heuristics functions (also matrices), following the BicriterionAnt algorithm designed by Iredi et al. in [5]. We use a single colony too, however, we decided to use an Ant Colony System (ACS) instead of an Ant System to have better control in the balance between exploration and exploitation by using the parameter $q_0$. We have implemented two state transition rules (which means two different algorithms), first one similar to the Iredi’s proposal and second one based on dominance of neighbours. The local and global updating formulas are based in the MACS-VRPTW algorithm proposed by Barán et al. in [6], with some changes due to the use of two pheromone matrices.

The objectives are named $f$, minimization the resources consumed in the path (speed maximization) and $s$, minimization the energy consumed in the path (safety).

The Heuristic Functions try to guide search between the start and the target point considering the most important factors for every objective. So, for edge $(i,j)$ they are:

$$\eta_f(i,j) = \frac{\omega_{fr}}{Cr(i,j)} + \frac{\omega_{fd}}{Dist(j,T)} + (\omega_{fo} \cdot ZO(j))$$

(1)

$$\eta_s(i,j) = \frac{\omega_{se}}{Ce(i,j)} + \frac{\omega_{sd}}{Dist(j,T)} + (\omega_{so} \cdot ZO(j))$$

(2)

In Equation 1, $Cr$ is the resource cost when moving from node $i$ to node $j$, $Dist$ is the Euclidean distance between two nodes ($T$ is the target node of the problem) and $ZO$ is a score (between 0 and 1) to a cell being 1 when the cell is hidden to all the enemies (or to all the cells in a radius when there are no enemies) and decreasing exponentially when it is seen. $\omega_{fr}$, $\omega_{fd}$ and $\omega_{fo}$ are weights to assign relative importance to the terms in the formula. In this case, the most important term is the distance to target point because it searches for the fastest path. In second place is important the resources cost and only a little the hidden of the cell (it almost does not mind in a fast path).

In Equation 2, $Ce$ is the energy cost of moving to node $j$, $Dist$ and $ZO$ is the same as the previous formula. $\omega_{se}$, $\omega_{sd}$ and $\omega_{so}$ are again weights to assign relative importance to the terms in the formula, but in this case the most important are energy cost and hidden (both are to be considered in a safe path) and a little the distance to target point.

The Combined State Transition Rule (CSTR) is a formula used to decided which node $j$ is the next in the construction of a solution (path) when the ant is at the node $i$, it is the pseudo-random-proportional rule used in ACS, but adapted to deal with a two objectives problem by combining the heuristic and pheromone information of both of them:

If ($q \leq q_0$)

$$j = \arg \max_{j \in N_i} \left\{ \tau_f(i,j)^{\alpha \cdot \lambda} \cdot \tau_s(i,j)^{\alpha \cdot (1-\lambda)} \cdot \eta_f(i,j)^{\beta \cdot \lambda} \cdot \eta_s(i,j)^{\beta \cdot (1-\lambda)} \right\}$$

(3)

Else
\[ P(i, j) = \begin{cases} 
\frac{\tau_f(i, j)^{\alpha \cdot \lambda} \cdot \tau_s(i, j)^{\alpha (1-\lambda)} \cdot \eta_f(i, j)^{\beta \cdot \lambda} \cdot \eta_s(i, j)^{\beta (1-\lambda)}}{\sum_{u \in N_i} \tau_f(i, u)^{\alpha \cdot \lambda} \cdot \tau_s(i, u)^{\alpha (1-\lambda)} \cdot \eta_f(i, u)^{\beta \cdot \lambda} \cdot \eta_s(i, u)^{\beta (1-\lambda)}} & \text{if } j \in N_i \\
0 & \text{otherwise} 
\end{cases} \] (4)

Where \( q_0 \in [0,1] \) is the standard ACS parameter, \( q \) is a random value in \([0,1]\), \( \tau_f \) and \( \tau_s \) are the pheromone matrices and \( \eta_f \) and \( \eta_s \) are the heuristic functions for the objectives (Equations 1 and 2). All these matrices have a value for every edge \((i,j)\). \( \alpha \) and \( \beta \) are the usual weighting parameters and \( N_i \) is the current feasible neighbourhood for the node \( i \).

\( \lambda \in (0,1) \) is a user-defined parameter which sets the importance of the objectives in the search (this is an application created for a military user who decides which objective has more priority), so for instance, if the user decides to search for the fastest path, \( \lambda \) will take a value close to 1; if he wants the safest path, it has to be close to 0. This value is kept during all the algorithm and for all the ants, unlike other bi-criterion implementations in which the parameter takes value 0 for first ant and it was growing for every ant until it takes a value 1 for the last one.

When an ant is building a solution path and it is placed at one node \( i \), if \( q \leq q_0 \) the best neighbour \( j \) is selected as the next (Equation 3). Otherwise, the algorithm decides which node is the next by using a roulette considering \( P(i,j) \) as probability for every feasible neighbour \( j \) (Equation 4).

On the other hand, the Dominance State Transition Rule (DSTR) is based on the dominance concept (see reference [3]), which is defined as follows (\( a \) dominates \( b \)):

\[ a \succ b \text{ if } \forall i \in 1, 2, ..., k \mid C_i(a) \leq C_i(b) \land \exists j \in 1, 2, ... k \mid C_j(a) < C_j(b) \] (5)

Where \( a \) and \( b \) are two different vectors of \( k \) values (one per objective) and \( C \) is a cost function for every component in the vector. If it intends to minimize the cost and Equation 5 is true, then \( b \) is dominated by \( a \).

So, in our problem there are two cost functions to evaluate the dominance between nodes. Actually these functions consider edges because they have assigned pheromone and heuristic information, and combine them:

\[ C_f(i, j) = \tau_f(i, j)^{\alpha \cdot \lambda} \cdot \eta_f(i, j)^{\beta \cdot \lambda} \] (6)

\[ C_s(i, j) = \tau_s(i, j)^{\alpha (1-\lambda)} \cdot \eta_s(i, j)^{\beta (1-\lambda)} \] (7)

In addition there is a function which uses Equations 6 and 7:

\[ D(i, j, u) = \begin{cases} 
1 & \text{if } (i, j) \succ (i, u) \\
0 & \text{otherwise} 
\end{cases} \] (8)

At last, the dominance state transition rule is as follows:
If \( q \leq q_0 \)

\[
j = \arg \max_{j \in N_i} \left\{ \sum_{u \in N_i} D(i, j, u) \quad \forall j \neq u \right\}
\]

(9)

Else

\[
P(i, j) = \begin{cases} 
\left( \sum_{u \in N_i} D(i, j, u) \right) + 1 & \text{if } j \in N_i \land j \neq u \land k \neq u \\
\sum_{k \in N_i} \left( \left( \sum_{u \in N_i} D(i, k, u) \right) + 1 \right) & \text{otherwise}
\end{cases}
\]

(10)

Where all the parameters are the same as in Equations 3 and 4. This rule chooses the next node \( j \) in the path (when an ant is placed at node \( i \)) considering the number of neighbours dominated for every one. So if \( q \leq q_0 \), the node which dominates more of the other neighbours is chosen, otherwise the probability roulette wheel is used. In Equation 10 we add 1 to avoid a 0 probability if no one dominates other neighbour.

There are two \textit{Evaluation Functions} (one per objective, again):

\[
F_f(P_{sol}) = \sum_{n \in P_{sol}} \left[ Cr(n - 1, n) + \omega_{Ffo} \cdot (1 - ZO(n)) \right]
\]

(11)

\[
F_s(P_{sol}) = \sum_{n \in P_{sol}} \left[ Ce(n - 1, n) + \omega_{Fso} \cdot (1 - ZO(n)) \right]
\]

(12)

Where \( P_{sol} \) is the solution path to evaluate and \( \omega_{Ffo} \) and \( \omega_{Fso} \) are weights related to the importance of visibility of the cells in the path. In Equation 11 its importance will be small, it is less important to hide in a fast path and it will be high in Equation 12 for the opposite reason. The other terms are the same that in Equations 1 and 2.

Since CHAC is an ACS, there are two levels of pheromone updating, local and global, which update two matrices at each level. The equations for \textit{Local Pheromone Updating} (performed when a new node \( j \) is added to the path an ant is building) are:

\[
\tau_f(i, j) = (1 - \rho) \cdot \tau_f(i, j) + \rho \cdot \tau_{0f}
\]

(13)

\[
\tau_s(i, j) = (1 - \rho) \cdot \tau_s(i, j) + \rho \cdot \tau_{0s}
\]

(14)

Where \( \rho \) in \([0,1]\) is the common evaporation factor and \( \tau_{0f} \) and \( \tau_{0s} \) are the initial amount of pheromone in every edge for every objective, respectively:

\[
\tau_{0f} = \frac{1}{(numc \cdot MAX_R)}
\]

(15)

\[
\tau_{0s} = \frac{1}{(numc \cdot MAX_E)}
\]

(16)
With \( \text{numc} \) as the number of cells in the map to solve, \( MAX_R \) as the maximum amount of resources going through a cell may require, and \( MAX_E \) as the maximum energy cost going through a cell may produce (in the worst case).

The equations for \textit{Global Pheromone Updating} are:

\[
\tau_f(i,j) = (1 - \rho) \cdot \tau_f(i,j) + \frac{\rho}{F_f} \quad (17)
\]

\[
\tau_s(i,j) = (1 - \rho) \cdot \tau_s(i,j) + \frac{\rho}{F_s} \quad (18)
\]

Only the solutions inside the Pareto set will make the global pheromone updating once all the ants have finished of building paths in every iteration.

The \textit{Pseudocode} for CHAC is as follows:

\begin{verbatim}
Initialization of pheromone matrices with initial amount /* Equations 15,16 */
For i=1 to NUM_iterations
   For a=1 to NUM_ants
      ps=build_path(a) /* Equations 1,2, [(3,4) or (6,7,8,9,10)], 13,14 */
      evaluate(ps) /* Equations 11,12 */
      if ps is non-dominated
         insert ps in Pareto_Set
         remove from Pareto_Set dominated solutions
      endif
   EndFor
   global_pheromone_updating /* Equations 17,18 */
EndFor
\end{verbatim}

4 Experiments and Results

We would like to first emphasize that the values for the parameters and weights affect the results because parameters guide the search and balance the exploration and exploitation of the algorithm, and weights set the importance of every term in the heuristics and evaluation functions. We fine-tuned both in order to obtain a good behaviour in almost all the maps; the values found were \( \alpha = 1, \beta = 2, \rho = 0.1 \) and \( q_0 = 0.4 \), in the three experiments we show in this section. The last value establishes a balance between exploration and exploitation, tending to exploration (but without abandoning exploitation altogether). The weights described in Equations 1, 2, 11 and 12 are set to give more importance to minimizing distance to target point and consumption of resources in the speed objective, and to give more importance to minimizing visibility and consumption of energy in the safety objective.

The user can only decide the value for \( \lambda \) parameter, which gives relative importance to one objective over the other, so if it is near 1, finding fastest path would be more important and if it is near 0, the other way round.

As every MO algorithm, CHAC yields a set of non-dominated solutions from which the user chooses using his own criteria, since, usually he only wants one solution. But in this algorithm the resulting Pareto set is small (about five to ten different solutions on average, depending on the map size) because it only searches in the region of the ideal Pareto front determined by the \( \lambda \) parameter. We are going to represent in the results only ‘the best’
solution inside all the Pareto sets of 30 executions, considering better the solution with 
the smallest cost in the most significant criteria (depending on $\lambda$ value). In order to clarify 
this concept, there is not a best path, but paths enough good from the military point of 
view. These paths have been selected by the military participation of the project taking into 
account tactical considerations and the features of every battlefield.

CHAC have been implemented using the two state transition rules as two different 
algorithms: CSTR which uses the combined state transition rule and DSTR which uses the 
dominance state transition rule. We are going to compare the results between both CHAC 
implementations (with the same parameter values), and both of them with a greedy approach 
which uses the same heuristic functions as cost functions (the pheromones has no equivalent 
in this algorithm), but using a dominance criterion to select the next node of the actual cell 
neighbourhood (it selects as next the node which dominates most of the others neighbours 
considering their cost in both objectives). This algorithm is quite simple, and sometimes 
does not even reach a solution because it gets into a loop situation (back and forth between 
a set of cells consuming all the resources or energy).

We have performed experiments on three different maps; two of them have cells of a 
single type of terrain (with different heights) in order to avoid problems of visualization due 
to the black and white figures. We executed every CHAC implementation 30 times with each 
ultimate value for $\lambda$ parameter (0.9 and 0.1) in order to search for the fastest path and the 
safest path (they cannot be 1 and 0 because always the two objectives must be considered). 
In every execution we chose the best solution (enough good from a military point of view) 
in the Pareto set considering the objective we are minimizing and once we have finish all 
the 30 executions, we made mean and standard deviation of them.

4.1 River and Forest Map

The first scenario is a 15x15 map with a river flowing between the start and the target point 
and a patch of forest. There is no enemy. The best of fast paths found and the best of safe 
paths found are shown in Figures 2 and 3, one for each implementation, marked by circles.

<table>
<thead>
<tr>
<th>Combined State Transition Rule</th>
<th>Dominance State Transition Rule</th>
<th>Greedy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fastest ($\lambda = 0.9$)</td>
<td>Safest ($\lambda = 0.1$)</td>
<td></td>
</tr>
<tr>
<td>$F_f$</td>
<td>$F_s$</td>
<td>$F_f$</td>
</tr>
<tr>
<td>Best</td>
<td>22.198</td>
<td>34.899</td>
</tr>
<tr>
<td>Mean</td>
<td>22.207</td>
<td>28.505</td>
</tr>
<tr>
<td>±0.022</td>
<td>±5.941</td>
<td>±1.993</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fastest ($\lambda = 0.9$)</th>
<th>Safest ($\lambda = 0.1$)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_f$</td>
<td>$F_s$</td>
<td>$F_f$</td>
</tr>
<tr>
<td>Best</td>
<td>61.189</td>
<td>67.296</td>
</tr>
<tr>
<td>Mean</td>
<td>61.214</td>
<td>72.595</td>
</tr>
<tr>
<td>±3.360</td>
<td>±5.555</td>
<td>±3.127</td>
</tr>
<tr>
<td>±1.861</td>
<td>±2.881</td>
<td>±0.637</td>
</tr>
</tbody>
</table>

Table 1. Results for River and Forest map. (500 iterations, 20 ants)

As it can be seen in Table 1, the cost of the solutions for the fastest path have a 
small standard deviation which means possibly CHAC has reach a quasi-optimal solution 
(small search space and enough iterations and ants to solve it) in both implementations 
of state transition rule (greedy does not reach a feasible solution). Mean and standard 
deviation in the objective which is not being minimized are logically worse, because it has 
little importance. DSTR even improving sometimes mean and standard deviation values in 
main objectives so, its solutions are more similar between executions (the algorithm has 
robustness).
Fig. 2. [CSTR] River and Forest map (forest cells in dark gray and water cells in light gray). No enemy. Both use forest cells to avoid being seen, but the latter goes through them to optimize safety. Fastest (left) and safest (right) paths found.

Fig. 3. [DSTR] River and Forest map (forest cells in dark gray and water cells in light gray). No enemy. Similar behaviour as in previous case, using forest to hide. Fastest (left) and safest (right) paths found.

Figure 2 (left) shows the fastest path found with CSTR, which goes zigzagging, because the algorithm usually moves to the most hidden cells when there are no enemies (in a radius that can be set up by the user and which is 10 in this experiment), even in the search for the fastest path, but with less relevance. Forest cells obstruct the line of sight so the unit tends to move near them while goes rather directly to the target point. Figure 2 (right) shows the safest path found which moves in a less straightforward way and hides by moving
near, and even inside forest cells (hidden is very important in safe paths) although it means bigger resource cost (forest cells have more resource cost assigned than flat terrain). Results showed in Figure 3 (left and right), corresponding to DSTR algorithm are similar, because the space problem is quite small.

4.2 Flat Terrain with Walls Map.

The second map contains 30x30 cells, and represents a flat terrain with some ‘walls’, there is one enemy unit protecting the target cell (there are some cells affected by its weapons fire). The best of fast paths found and the best of safe paths found are shown in Figures 4 and 5, one for each implementation. Cells with light gray border in the path are hidden to enemy.

![Fig. 4. [CSTR] Flat Terrain with Walls, and one enemy shooting in a zone near the target point (the enemy is marked with ‘X’, the cells surrounding it in some shades of gray are the zone of weapons impact and the other cells in light gray are the walls). Fastest (left) and safest (right) paths found by CHAC.](image)

<table>
<thead>
<tr>
<th>Combined State Transition Rule</th>
<th>Dominance State Transition Rule</th>
<th>Greedy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fastest ($\lambda = 0.9$)</td>
<td>Safest ($\lambda = 0.1$)</td>
<td></td>
</tr>
<tr>
<td>$F_f$</td>
<td>$F_s$</td>
<td>$F_f$</td>
</tr>
<tr>
<td>$F_f$</td>
<td>$F_s$</td>
<td>$F_f$</td>
</tr>
<tr>
<td>Best</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36.500</td>
<td>142.900</td>
<td>44.500</td>
</tr>
<tr>
<td>Mean</td>
<td>45.650</td>
<td>121.210</td>
</tr>
<tr>
<td>±1.216</td>
<td>±3.681</td>
<td>±10.425</td>
</tr>
<tr>
<td>37.220</td>
<td>141.973</td>
<td>43.350</td>
</tr>
<tr>
<td>±2.904</td>
<td>±3.854</td>
<td>±8.119</td>
</tr>
</tbody>
</table>

Table 2. Results for the Flat Terrain with Walls map. (1000 iterations, 30 ants)

As it can be seen in Table 2, CHAC (in the two implementations) outperforms the greedy algorithm by almost 25% in resource cost and 75%. It is because the greedy path
Fig. 5. [DSTR] Flat Terrain with Walls, and one enemy shooting in a zone near the target point (the enemy is marked with 'X', the cells surrounding it in some shades of gray are the zone of weapons impact and the other cells in light gray are the walls). Fastest (left) and safest (right) paths found by CHAC.

is rather straight and it means low resource expenses, but at the same time, it means the enemy sees the unit all the time (it moves through uncovered cells) and the safety cost is dramatically increased (it depends too much on cell visibility). The cost for fast path, which also depends on visibility, is increased too. The standard deviation is small in CSTR, but it grows a little in values of safest paths which could mean a bigger exploitation factor is needed. Again, in the DSTR implementation, results are similar to those obtained with CSTR, but with better standard deviation; however, its performance is poorer (even quite bad in one case) for the objectives it is not minimizing, which supports the theory that a higher exploitation level is needed in this scenario. In addition if we look at the fastest solution for DSTR we can see that it dominates the safest one (is better even in $F_s$ cost), but it is an exception (if look at the mean value we can note this). It occurs because this method has a greater exploration component and it can be reach a different local optima in other search space area.

In Figure 4 (left), we can see the fastest path found with CSTR; the unit moves in a curve mode in order to hide from enemy behind the walls (it consider the hidden of cells from the enemy cell). It surrounds this terrain elevations because resource cost of going through them is big. On the other hand, in Figure 4 (right) we can see the safest path found with CSTR which moves surrounding the left side walls but remaining during more cells hide for the enemy. In both cases, the unit moves inside the zone affected by weapons choosing the less damaging cells, even in the safe case it arrives by a flank of the enemy unit where they have less fire power and this inflict less damage. It represents a good behaviour, very tactical in the case of safest path because attack to an enemy by the flank is one principle of military tactics. The results for DSTR is showed in Figure 5 (left and right) are similar but a little worse because the paths has some extra cells due to the need of a greater exploitation component in this implementation.
4.3 Valleys and Mountains Map.

This 45x45 map represents some big terrain accidents, with clear zones representing peaks (the more higher the more clearer) and dark zones representing valleys or cliffs. There are two enemies located in both peaks and the target point is behind one of them. The best of fast paths found and the best of safe paths found are showed in Figures 6 and 7, one for each implementation. Circle cells mark the paths, those with light gray border in the path are hidden to both enemies.

![Valleys and Mountains Map](image)

**Fig. 6.** [CSTR] Valleys and Mountains, with 2 enemy units (mark with 'X') on watch. Fastest (left) and safest (right) path found.

<table>
<thead>
<tr>
<th>Combined State Transition Rule</th>
<th>Dominance State Transition Rule</th>
<th>Greedy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fastest ($\lambda = 0.9$)</td>
<td>Safest ($\lambda = 0.1$)</td>
<td></td>
</tr>
<tr>
<td>$F_f$</td>
<td>$F_s$</td>
<td>$F_f$</td>
</tr>
<tr>
<td><strong>Best</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70.500</td>
<td>374.300</td>
<td>88.500</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75.133</td>
<td>357.800</td>
<td>105.517</td>
</tr>
</tbody>
</table>

**Table 3.** Results for Valleys and Mountains map. (2000 iterations, 70 ants)

As Table 3 shows, both implementations yield a low standard deviation, which means the algorithm is robust with respecto to initialization. CSTR implementation results may be nearer an optimal path, but in the DSTR case, the solutions have big costs (compared with the others), which means it needs more iterations or a greater exploitation factor to improve them. As in previous experiments, mean and standard deviation in the objectives that the algorithm is not minimizing are worse, because they have little importance. In this case, the differences between the cost of an objective when search minimizing this objective
and when search minimizing the other are bigger than in the previous maps because the search space is bigger too.

In Figure 6 (left) we can see the fastest path found with CSTR, the unit goes in a rather straight way to the target point, but without considering the hidden of cells (from the position of both enemies) so the safety cost increases dramatically. On the other hand, in Figure 6 (right) we can see the safest path found with CSTR which represents a curve (distance to target point has little importance) which increases speed cost, but the unit goes through many hidden cells. This behaviour is excellent from military tactical point of view. Figure 7 shows the best solutions for DSTR and in this case we can see that fastest path (left) is similar to the fastest of CSTR, but safest path (right) is worse; it is too straight which means the enemies see the unit more time and it increases the safety cost. It points to DSTR does not work properly in big search spaces.

5 Conclusions and Future Work

In this paper we have described a MOACO algorithm called CHAC which tries to find the fastest and safest path, whose relative importance is set by the user, for a simulated military unit. This algorithm can use different state transition rules, and, in this paper, two of them have been presented and tested. The first one combines heuristic and pheromone information of two objectives (Combined State Transition Rule, CSTR) and the second one is based on dominance over neighbours (Dominance State Transition Rule, DSTR).

The algorithm using both state transition rules has been tested in several different scenarios yielding very good results in a subjective assessment by the military staff of the project (Mr. Millán and Torrecillas) and being perfectly compatible with military tactics. They even offer good solutions in complicated maps in less time than a human expert would need. Moreover it is possible to observe an inherent emergent behaviour studying the solutions because it tends to be similar to those a real commander would, in many cases, take.
In addition CHAC (using any state transition rule of the ones tested so far) outperforms a greedy algorithm. In the comparison between them, CHAC with CSTR yields better results in the same conditions, but CHAC with DSTR is more robust, yielding solutions that perform similarly, independently of the random initial conditions. If we increase exploitation level or iterations of algorithm, DSTR approach offers similar results to CSTR.

As future work, we will compare CHAC with pathfinding algorithms better than the simple greedy we have used here. From the algorithmic point of view, we will try to approach more systematically parameter setting, and investigate its performance in dynamic environments where, for instance, the enemy can move and shoot on sight. We will also try to evaluate its performance in environments with a hard time constraint, that is, in environments where the algorithm cannot run for an unlimited amount of time, but a limited and small one, which is usually the case in real combat situations. From the implementation point of view, it would be interesting to implement it within a real combat training simulator, that includes realistic values for most variables in this algorithm, including fuel consumption and casualties caused by projectile impact.

We will also try to approach scenario design more systematically, trying to describe its difficulty by looking at different aspects. This will allow us to assess different aspects of the algorithm and relate them to scenario difficulty, finding out which parameter combination is better for each scenario.
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Abstract. This paper presents an algorithm for the near-optimal allocation of buffer space to an assembly line by means of the ant colony optimisation (ACO) paradigm. Uniquely, the algorithm has been designed to work in conjunction with a simulation model and is adapted to have both combinatorial and stochastic problem-solving capability. The simulation model was developed using the WITNESS simulation package and serves the purpose of an objective function evaluator, encapsulating the dynamics of the line and enabling the production rate for a particular buffer configuration to be determined. Finally, the WITNESS Optimiser module was used as a benchmark in validating the ACO algorithm’s performance. In the simulation experiments conducted, ACO attained slightly better results overall.

1 Introduction

The buffer allocation problem is a difficult optimisation problem in manufacturing systems design for which only approximate solutions are currently available. It is thus considered an ‘open’ problem and remains the subject of considerable research activity.

In analysing production systems there are two broad categories of approaches. Firstly, there are the analytical approaches, which allow a closed-form expression of the solution to be derived. These are somewhat limited in scope as they tend to break down on larger problem instances. Secondly, there are numerical approaches which make use of recursive computations.

When dealing with a complex system governed by random disturbances or events, discrete-event simulation is often the numerical tool of choice in devising a coherent system representation. Oftentimes, simulation permits the analysis of systems that are too difficult to model by other means. In designing a new system, the best combination of design variables (or inputs) is investigated to optimise performance measures (or outputs) of the simulation model. This procedure is known as simulation optimisation. Within it, the simulation model is viewed as a stochastic objective function and is integrated with an optimisation procedure in a ‘closed-loop’ arrangement, using feedback from the simulator to inform the search strategy of the optimiser. The symbiotic relationship between the simulation and optimisation models is illustrated in figure 1.

Recently, so-called metaheuristic approaches such as genetic algorithms, simulated annealing, tabu search and others, have been successfully applied to solving simulation optimisation problems. One such approach of more recent date, which is presently undergoing transition from purely deterministic combinatorial optimisation to its stochastic and simulation-based counterparts, is ant colony optimisation (ACO). This approach takes inspiration from the foraging behaviour of colonies of ants and applies the same metaphor...
of distributed cooperative learning by a number of independent agents to the task of optimising discrete-parameter problems. Recent studies have tested this approach on a number of paradigmatic combinatorial problems such as the travelling salesman problem, quadratic assignment problem and others, revealing better-than-average or competitive results as compared with other metaheuristics.

In the present study, an ant colony algorithm has been developed to optimise the buffer sizes in an asynchronous assembly line of closed-loop type comprising ten machines and as many buffers. The line itself was modelled using the WITNESS simulation software. The algorithm was eventually tested against WITNESS’s own thermostatical simulated annealing optimisation routine.

![Fig. 1. A simulation optimisation model](image)

### 2 Problem Description

An assembly line is defined as an “integrated structure of machines and operators that achieves construction of subsystems or finished products with specific characteristics using components or formless materials” (Bulgak et al, 1995). Assembly lines can be built according to various topologies. They may be constructed to include feedback or feed-forward loops, with a serial structure or with some machines in parallel. Part transfer is generally implemented using transfer chain, conveyor-type mechanisms or automated guided vehicles. Assemblies are frequently transported on work carriers or pallets with fixtures and/or jigs to hold component parts. In closed-loop asynchronous assembly systems, a fixed number of pallets or carriers are circulated ad infinitum by the material handling system. By reason of their asynchronicity, such lines allow for the independent movement of pallets and are therefore unreliable due to random fluctuations in processing times (as well as machine failures).

Assembly stations can be made less interdependent through the introduction of buffers, i.e. storage spaces for in-process inventory, whose storage and replenishment functions offset the propagation of machine idle-time. The buffer allocation problem consists in finding an optimal configuration of buffer sizes so as to maximise a certain performance measure such as the steady-state production rate of the line.

In the assembly line considered in this study (shown in figure 2 below), a set of assembly stations are arranged in series in the order of assembly operations performed. The stations are connected by conveyors.
As can be seen from the figure, the modelled line is a single-loop system having ten machines and ten intermediate buffers, labelled $M_1$, $M_2$, ..., $M_{10}$ and $b_1$, $b_2$, ..., $b_{10}$ respectively. There is also an unload station before the first machine. A fixed number of pallets (this number can be varied in the simulation model) circulate perpetually in the line. Assemblies are carried around by the pallets, following a routing that takes them from the first through to the last station in sequence, with the finished assembly being removed at the unload station, leaving an empty pallet to return to the first machine where the assembly process starts over. Clearly, the number of pallets affects the production rate of the line.

The pallet dimensions and the span of the conveyor between any two adjacent stations determine the number of pallets that can be accommodated between these two adjacent stations. The maximum quantities for these work-in-process (WIP) inventories between each pair of stations represent the buffer sizes (capacities).

The task of buffer allocation in conveyor-driven systems such as the one investigated is complicated by the need to account for random fluctuations due to transport delays, in addition to fluctuations in production and failure rates. Transportation delays are proportional to buffer size, since a longer conveyor revolves over a greater distance and the speed of revolution is constant across all conveyors. The danger of having buffer sizes that are too large is that transport delays will be excessive and more in-process inventories must be input into the system to mitigate the large buffer sizes. When the buffer sizes are too small, then small processing delays will cause the buffer to fill up. With a fixed number of pallets in the system, there is always an optimal buffer configuration able to limit blocking and starvation effects considerably so as to generate a maximum possible steady-state production rate.

The simulation model is characterised by the following parameters:

<table>
<thead>
<tr>
<th></th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
<th>$M_4$</th>
<th>$M_5$</th>
<th>$M_6$</th>
<th>$M_7$</th>
<th>$M_8$</th>
<th>$M_9$</th>
<th>$M_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unbalanced (secs)</td>
<td>110</td>
<td>110</td>
<td>120</td>
<td>90</td>
<td>100</td>
<td>90</td>
<td>80</td>
<td>80</td>
<td>120</td>
<td>90</td>
</tr>
<tr>
<td>Balanced (secs)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>
• **Processing or cycle times** This is the time required for a station to perform an assembly task. Processing times are taken to be normally distributed random variables sampled according to a truncated normal distribution, with a variance of 10 seconds for all machines and \( \pm 20 \) seconds upper and lower limit. Two separate line configurations (balanced and unbalanced) were tested, distinguished by different mean processing times as laid out in the table below. The values for the unbalanced line were randomly generated within realistic bounds.

• **Jam rate** Stations are subject to jamming due to various reasons such as system breakdowns, defective parts being assembled or a robotic assembly station accidentally dropping the part it is holding. Jam occurrences are random events. They are modelled as an average breakdown interval for each machine, calculated in terms of parts produced. The negative exponential distribution was used to describe the jam rate. The individual jam times were again randomly generated within realistic limits.

• **Jam clear time** This is the average time it takes to clear up a jam at a workstation expressed in seconds. The jam clear times are random variables modelled on the Erlang distribution. They were similarly generated randomly between realistic limits.

• **Delayed buffer** The buffers are intended to imitate the actions of conveyors and have a minimum delay time which is proportional to the buffer space: each additional unit of buffer space adds 7 seconds to the delay time. The buffer sizes between pairs of stations are the decision variables and can vary between 1 and 10 (with a step size of 1) for each buffer. For a line with 10 buffers this means there are \( 10^{10} \) possible buffer configurations.

The expected value of the production rate is represented by the number of parts produced in 100 000 simulation seconds (the duration of a simulation run), after a warm-up period of 10 000 seconds to remove the initial transient. At the end of each run the model is rewound to time zero in preparation for the next run. Independence of runs is maintained through incrementing the random number stream and substream for each random variable in the model.

### 3 Literature Review

Pre-90s research into production lines focused on predicting (evaluating) the performance characteristics of a given system configuration, rather than on the more practical goal of (optimising) system design, i.e. efficiently allocating buffer space. Since then a number of papers on the optimisation of such systems have appeared. Extensive literature reviews can be found in Gershwin (1994), Papadopoulos and Heavey (1996) and Altioik (1996).

In the context of simulation optimisation, various approaches have been examined in the literature. These include standard non-linear programming techniques, response surface methodology, stochastic approximation techniques and random search. A criticism levelled at traditional approaches such as these is that they tend to converge on local optima. Additionally, the likes of stochastic approximation and the response surface method are not best suited for application to combinatorial optimisation problems, including the buffer allocation problem. Moreover, commercial simulation optimisation software has been dominated by metaheuristic approaches, which though lacking in theoretical convergence guarantees have nevertheless proven robust in overcoming local optima.
Comprehensive reviews of the literature on simulation optimisation can be found in Swisher et al (2000) and Fu (2002). A systematic survey article on metaheuristics is provided by Blum and Roli (2003). Results on the application of genetic algorithms and simulated annealing to the buffer allocation problem are presented in Spinellis and Papadopoulos (1999 and 2000) and Bulgak et al (1995). A thorough overview of the ant colony metaheuristic can be found in Dorigo and Di Caro (1999).

4 Algorithmic Methodology

The software implementation of the optimisation algorithm and its synchronisation with the simulation model involved the use of a number of software packages besides WITNESS; namely, Matlab, Visual Basic and Microsoft Excel.

The software application consists of the assembly line model developed in the WITNESS simulation environment, the optimisation program - written mostly in Matlab code and executed from a Visual Basic module, and an Excel front end to display the results of the optimisation and simulation routines. The data exchange interfaces between the separate components of the application are displayed in figure 3 overleaf. The optimisation algorithm had to be developed independently of the WITNESS environment because the capabilities of WITNESS do not extend to general-purpose numerical programming. Instead, Matlab, a high-performance language for technical computing, was chosen as a suitable implementation platform.

The program code and scheme for the algorithm are given in Vitanov (2006). The algorithm draws on the work of Gutjahr and the S-ACO algorithm developed by him (Gutjahr, 2004) which represents the first general-purpose ant algorithm that tackles stochastic combinatorial problems, i.e. combinatorial optimisation under uncertainty.

The buffer algorithm performs a search in the feasible solution space looking for an optimal solution. In this context, a solution can be any configuration of buffer sizes \((b_1, b_2, \ldots, b_{10})\), as long as the values they take do not exceed the limits set on individual buffer capacity, which, as previously noted, could range from 1 to 10 pallet spaces.

The stepwise construction of a solution is represented by a random walk in the construction graph \(C\), beginning in the start node. Following the definition of the construction graph encoding given in figure 4, the walk must satisfy the condition that each node is visited at

Fig. 3. Top-level view of the application

The buffer algorithm performs a search in the feasible solution space looking for an optimal solution. In this context, a solution can be any configuration of buffer sizes \((b_1, b_2, \ldots, b_{10})\), as long as the values they take do not exceed the limits set on individual buffer capacity, which, as previously noted, could range from 1 to 10 pallet spaces.

The stepwise construction of a solution is represented by a random walk in the construction graph \(C\), beginning in the start node. Following the definition of the construction graph encoding given in figure 4, the walk must satisfy the condition that each node is visited at
most once; already visited nodes are infeasible. When there is no feasible unvisited successor node available, the walk stops and is decoded as a complete solution for the problem. The conceptual unit performing the walk is termed an artificial ant.

To each feasible walk in the sense above, there corresponds exactly one feasible solution. When constructing a walk in the construction graph, the probability \( p_{i,j} \) to go from a node \( i \) to a feasible successor node \( j \) is chosen as proportional to \( \tau_{i,j}^{\alpha} \eta_{i,j}^{\beta} \) where \( \tau_{i,j} \) is the pheromone value and \( \eta_{i,j} \) is the heuristic value. The complete formula is:

\[
p_{i,j} = \begin{cases} 
0, & \text{if } (i, j) \text{ is not feasible}, \\
\frac{\tau_{i,j}^{\alpha} \eta_{i,j}^{\beta}}{\sum_{(i,k)} \tau_{i,k}^{\alpha} \eta_{i,k}^{\beta}}, & \text{otherwise}
\end{cases}
\]

As in some other frequently used ACO variants for deterministic problems, in each round a round-winner is determined. In the stochastic context, this is done by comparing all walks that have been performed in this round on a single random scenario, drawn specifically for this round. In an ACO implementation for a deterministic problem, it is always reasonable to store the best solution seen so far in a special variable. A crucial difference to the deterministic case is that in a stochastic context it is not possible anymore to decide with certainty whether a current solution is better than the solution presently considered as the best found. Only a ‘good guess’ can be made by sampling. After a current round-winner has been determined, it is compared with the solution considered currently as the overall best solution. This is done based on a sample of \( \omega = 5 \) randomly drawn scenarios used by both solutions. Also, these scenarios are round-specific, i.e. in the next round new scenarios will be drawn. The winner of the comparison is stored as the new ‘global best’ solution. The round winner and global best are the only solutions whose constituent arcs are updated with pheromone.

The optimisation algorithm itself has certain parameters which need to be adjusted in order to get the best performance out of it. These are: alpha and beta, the pheromone and heuristic weights respectively; rho, the pheromone evaporation rate; and c1 and c2, the global-best and local-best reinforcement. These parameters were tuned using experimental designs and the determination of a response surface metamodel.
5 Experimental Results

The line model considered in this text has a solution space comprising $10^{10}$ solutions. Because of its magnitude, it was not possible to know in advance what an optimal solution might look like. To validate the ACO algorithm’s performance therefore and to be sure of finding a close-to-optimal design for the system under study, it was decided to pit the algorithm against an established simulation-based metaheuristic technique with known performance guarantees. This served the double purpose of determining the fitness of the ACO algorithm in solving the buffer allocation problem and gauging its suitability for simulation optimisation. As already stated, these issues were addressed by running tests with both the WITNESS Optimiser module and the ACO algorithm on the assembly line model developed in WITNESS. To this end, the WITNESS Optimiser and ACO algorithms were compared over a set of 10 simulation experiments each, for both the balanced and unbalanced line configurations. In each case, five different pallet inputs were considered. To ensure a fair comparison, both algorithms were allowed to complete exactly 1000 solution evaluations in each experimental instance.

The runtime of the algorithms could not be defined in terms of real time or number of iterations, because one or the other algorithm would be disadvantaged. Since ACO uses a population of solutions and each ant constructs an individual solution, then the number of ants defines the number of evaluations per iteration. On the other hand, WITNESS Optimiser performs only one evaluation per iteration. With respect to actual running time, the WITNESS Optimiser is at a distinct advantage because it is integrated into the WITNESS environment itself while the ACO algorithm is spread across four different applications, so running times are not comparable. That being said, overall running times were not exorbitantly different between the two algorithms: WITNESS Optimiser took approximately 1 hour 30 minutes to complete 1000 evaluations, whereas ACO took around 1 hour 45 minutes.

In each experimental instance, after the algorithms had completed the set number of evaluations and had yielded their respective best solutions, i.e. best buffer configurations found, they were then compared on the basis of 10 replications executed with the simulation model, from which an average response value was calculated for each solution. The replications were performed using the same set of random number scenarios for both solutions being compared.

For the simulation model used, thirteen was found to be a critical number of pallets in relation to system performance. Including fewer pallets meant getting a trivial result, with the smallest buffer configuration, i.e. all buffer sizes equal to one, being found optimal. This occurred, since queueing effects were rendered almost non-existent because of too few pallets, so that transportation times, which are contingent on buffer size, had an overwhelming impact on production rate. With pallets $>13$, the randomness and general noise in the system seemed to increase cumulatively with each additional pallet, so that thirteen could be seen almost as a tipping point in terms of stability.

The results of the simulation experiments are shown in figure 5. For the unbalanced line, WITNESS Optimiser outperformed ACO in three of the five test instances, though its performance was bettered on the remaining two. Overall, the results were closely matched. The best system design of those tested would appear to be in the case of 33 pallets.

In the next batch of experiments, those for the balanced line, ACO came out on top in four of the five trials. That means that over the 10 test instances investigated, ACO leads WITNESS Optimiser 6:4. Of course, more tests would have to be conducted for the results
to be conclusive, but even so, it could be justifiably stated that the ACO algorithm has performed competitively.

6 Conclusion

This paper has presented a new solution method for the buffer allocation problem in asynchronous assembly lines. The proposed solution incorporates both simulation and optimisation components: a specially developed stochastic ant colony algorithm is integrated with a simulation model of a closed-loop assembly line.

The main contributions of the proposed algorithm can be summarised as follows.

• It produces optimal or near-optimal solutions in a reasonable amount of computer time for which upper bounds can be established. In the case of large lines, solution quality may have to be traded off against time.
• With minor adaptations, it can cope with different line topologies, lengths and limits on buffer capacities to be distributed.
• It takes into account the main characteristics of the buffer allocation problem, i.e. discrete nature of the buffer sizes, presence of multiple local optima and lack of an explicit objective function to evaluate production rate with respect to the buffer sizes.
• The algorithm is capable of overcoming local optima to find a global optimal solution.
• It is a stochastic algorithm: the generation of solutions is randomised to an extent. It probabilistically maps the solution space of the problem.

Future research could incorporate further testing, including more experimental runs and a wider array of alternative algorithms. Further experimental work would better establish the validity of the algorithm’s performance. Additionally, the convergence properties of the algorithm could be studied and compared against the experimental findings.
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Abstract. The working of two nature inspired computing algorithms, Particle Swarm Optimization (PSO) and Genetic Algorithms (GA), is compared in case of solving a constrained portfolio optimization problem. Three strategies to handle the constraints were implemented for PSO: bumping, amnesia and random positioning. For GA, two selection operators, roulette wheel and tournament, have been tried and for handling the constraints two crossover operators, basic crossover and arithmetic crossover, have been experimented with. It is shown that both PSO and GA find solutions close to the optimal one where PSO appears to converge much faster than GA. It further turned out that the quality of the solution found by GA is somewhat better than that of PSO.

1 Introduction

The problem presented in this research is that of an investor who has to choose (a) in which assets to invest and (b) how much in each of these assets. In other words: how can (s)he get the optimal portfolio? To answer this question, we need to define what an optimal portfolio is. The Markowitz’ model ([1], [2]) assumes that investors only care about the mean and the variance of a portfolio. Samuelson [3] has defended this paradigm by showing that moments higher than the second are much less important than the first two moments. He also stated that for the investors’ welfare, the variance must be considered as important as the mean of the returns. A portfolio containing multiple assets reduces the overall risk by diversifying away the idiosyncratic risk.

Other methods were developed as an alternative to the mean-variance framework. Konno and Yamazaki [4], for example, proposed the Mean Absolute Deviation model where the absolute deviation is used as a risk measure, hereby transforming the quadratic optimization problem into a linear problem. Instead of looking at variance as risk, Stanislav Uryasev [5] used Conditional Value-at-Risk (CVAR) in his approach to find the optimal portfolio. Young [6] addressed the issue by making use of minimum return as a measure of risk rather than variance (Minimax portfolio).

To solve the Markowitz’ optimization problem, quadratic programming (QP) has often been used. However, if the problem includes a large number of assets or constraints, finding the best solution suffers from combinatorial explosion. In these cases, several heuristic approaches can and have been used including Genetic Algorithms(GAs) [7] and Particle Swarm Optimization(PSO) [8]. YusenXia et al. [9], for example, used a Genetic Algorithms for solving the mean-variance optimization problem with transaction costs. Chang et al. [10]
focused on calculating the mean-variance frontier with the added constraint of a portfolio only holding a limited number of assets. They have used three heuristics to solve this problem, including a Genetic Algorithm. Finally, Kendall [11] maximized the Sharpe ratio using Particle Swarm Optimization, but for only a very limited number of assets.

The objective of this paper is to compare the performance of PSO and the GA methods on the constrained portfolio optimization problem in case of having a large number of assets. As an extra constraint it is here imposed that no short selling is allowed. Furthermore, we will not pay attention to the problem of how to find the best estimates for the expected returns of each asset and the covariances between the assets. Instead, we shall simply assume that the estimates used are correct. The remainder of this paper is organized as follows. Section 2 gives a brief description about the theory of portfolio optimization. In the following sections, the focus is on heuristic methods. Section 3 presents the Particle Swarm Optimization method and section 4 discusses the use of Genetic Algorithms for solving the constrained portfolio optimization problem. Section 5 explains the experimental setup and summarizes the empirical results obtained. Finally, section 6 concludes this paper.

2 Portfolio Optimization

Efficient Portfolios Modern Portfolio Theory (MPT) assumes that investors are rational and risk adverse, meaning that for a given level of risk, investors prefer higher returns to lower returns. It is standard to measure risk in terms of the standard deviation ($\sigma$) of the return on an investment. Assuming riskless arbitrage opportunities do not exist, the investors would like to invest in an efficient portfolio, that is, one in which there is no other portfolio that offers a greater return with the same or less risk, or less risk with the same or greater return. When combining different assets into one portfolio, it is important to see how the movements of one asset are related to the movements of others. The degree to which several assets co-move can be measured by the covariance ($\sigma_{ij}$). By using the variances of the individual assets and the covariances between them, it is possible to measure the overall risk (or volatility) of a combined portfolio. Investors are interested in the set of efficient portfolios all of which having minimal risk for different levels of returns. Together they form the mean-variance efficient frontier. Figure 1 illustrates a typical efficient frontier. Calculating the portfolios on the frontier can be done by means of quadratic programming (QP). The corresponding optimization problem for finding the portfolio $p$ with minimal risk given a desired return $R_p$ can be stated as follows:

$$
\min_{w_i,w_j} \sigma_p^2 = \sum_{i,j} w_i w_j \sigma_{ij}, \tag{1}
$$

subject to:

$$
R_p = \sum_{i=1}^{N} w_i r_i, \quad \sum_{i=1}^{N} w_i = 1, \quad \forall i : 0 \leq w_i \leq 1. \tag{2}
$$

Here, $\sigma_p$ is the standard deviation of the returns of portfolio $p$, $w_i$ is the weight of the investment in asset $i$, $\sigma_{ij}$ is the covariance between the returns of investments $i$ and $j$, $R_p$ is the return of portfolio $p$, $N$ is the number of assets, and $r_i$ is the return of the investment in asset $i$. Restricting the weights to non-negative values implies that we do not allow ‘short selling’ [11].
Sharpe ratio So far we have looked at the optimal portfolio given a level of return. With an extra assumption, there is one portfolio on the mean-efficient frontier which is always better than the others. This portfolio is characterized by having the maximum Sharpe ratio. The Sharpe ratio $S_p$ of portfolio $p$ is defined as

$$S_p = \frac{R_p - R_f}{\sigma_p} = \frac{\sum_{i=1}^{N} w_i r_i - R_f}{\sqrt{\sum_{i,j} w_i w_j \sigma_{ij}}}.$$  

(3)

where $R_f$ is the risk-free rate. The Sharpe ratio uses excess returns $R_p - R_f$ to show how much extra return you may get for going from a riskless to a risky position. In order to get the optimal portfolio, the Sharpe ratio (3) should be maximized by varying the weights $w_i$ where the two constraints $\sum_{i=1}^{N} w_i = 1$ and $\forall i : 0 \leq w_i \leq 1$ of (2) are fulfilled. Knowing the portfolio with maximal Sharpe ratio, investments can be set up consisting of both a riskless part (yielding a return $R_f$) and a risky part (yielding an expected return of the portfolio with maximal Sharpe ratio). The risk profile of the investor determines the way the investment is spread between the parts. All possible combinations of this type of investments have expected returns that lie on a ‘capital allocation line’ [12] as has been visualized in Figure 1. The point ‘A’ denotes the risky portfolio with the maximal Sharpe ratio.

In case of having a large numbers of assets available, the problem of calculating the portfolio with maximal Sharpe ratio is not a trivial task since large-scale constrained quadratic programming problems are very hard [4]. It becomes then worthwhile to consider heuristic methods including Particle Swarm Optimization (PSO) and Genetic Algorithms (GAs).

3 Particle Swarm Optimization

General Issues The Particle Swarm Optimization algorithm [8] is based on the behavior of fishes and birds, which collaboratively search a space to find food. Here, the search space
consists of the weight space defined by the investment weights \( w_i \) and the goal is to find a portfolio with optimal weights, i.e., the portfolio with highest Sharpe ratio. To get started, each particle gets a random initial position consisting of a weight vector \( (w_i) \) where each of the first \( N-1 \) weights is given a positive random value and where the weight of the last asset is simply determined conform \( w_N = 1 - \sum_{i=1}^{N-1} w_i \). Given the weight vector \( (w_i) \) of a particle, the Sharpe ratio of the corresponding portfolio can be calculated according to (3).

To enable searching, the particles are also initialized with a random velocity, in a well spread manner. The velocity in an iteration is calculated by the following formula:

\[
v_i(t+1) = \alpha v_i(t) + r_1(p_i^{best} - p_i(t)) + r_2(g^{best} - p_i(t)),
\]

where \( v_i(t) \) is the velocity vector of particle \( i \) at time \( t \), \( \alpha \) is a weight which gives the particle momentum, \( r_1 \) and \( r_2 \) are random numbers, \( p_i^{best} \) is the best position of particle \( i \) in all iterations (i.e., the position of particle \( i \) with weights corresponding to the portfolio with so far highest Sharpe ratio), \( g^{best} \) is the best position of the entire population in all iterations, and \( p_i(t) \) is the position of particle \( i \) at time \( t \). The velocity is determined independently for each dimension and each asset. In general, \( \alpha \) reduces as the number of iterations increases, and is here defined as

\[
\alpha = \alpha_{max} - \frac{\alpha_{max} - \alpha_{min}}{IT} \cdot it,
\]

with \( \alpha_{max} \) and \( \alpha_{min} \) being the value of \( \omega \) for the first and last iterations, respectively, \( IT \) being the total number of iterations, and \( it \) the number of the present iteration. In this implementation, the following values of \( \alpha_{max} \) and \( \alpha_{min} \) were found, through experimentation, to be the best: \( \alpha_{max} = 0.9, \alpha_{min} = 0.4 \).

**Constrained PSO** As has been mentioned above, not allowing short selling means that the weights of the assets in the portfolio cannot be negative. In case of \( N \) assets, the feasible solutions space is delimited by hyperplanes with equations \( w_1 = 0, \ldots, w_{N-1} = 0, \sum_{i=1}^{N-1} w_i = 1 \). In the specific case with 3 assets, the hyperplanes are reduced to the lines \( w_1 = 0, w_2 = 0, w_1 + w_2 = 1 \), the corresponding triangular area of feasible weights is visualized in figure 2. When applying the no short sales constraint, the optimal solution of the constrained optimization problem will then lie on the boundary of the feasible solutions space, in the point represented by a black star in the picture. Because of this and of the fact that particles have a momentum, it is very likely that the particles will eventually cross the boundaries. There are different strategies to make sure that the particles still abide the non-negative constraint and each has its advantages and disadvantages. According to [13] the conventional methods to make sure that all the particles stay within the feasible space are ‘bumping’ or ‘random positioning’.

**Bumping** resembles the effect of a bird hitting a window. As the particle reaches the boundary of the feasible space, it ‘bumps’. The particle stops on the edge of the feasible space and loses all of its velocity. Bumping can be implemented as follows. Let the position vector of a particle at \( t = 1 \) be \( p(1) = (w_1(1), \ldots, w_N(1))' \) and the position at \( t = 2 \) be \( p(2) = (w_1(2), \ldots, w_N(2))' \) where \( p(2) \) is outside the feasible solutions space with some weight(s) \( w_i(2) < 0 \). Then, to avoid that the particle enters the infeasible space, it is stopped at \( p^*(2) \) defined by the weights \( w_i^*(2) \) which are recalculated according to

\[
w_i^*(2) = w_i(1) + v_i \cdot \frac{w_i(1)}{w_i(1) - w_i(2)} \quad \text{for } i = 1, \ldots, N - 1,
\]
where \( v_i \) is the velocity component \( i \) of the particle. The weight \( w_N''(2) \) is calculated by \( w_N''(2) = 1 - \sum_{i=1}^{N-1} w_i''(2) \), as usual. After bumping, in the next iteration the particle will gain velocity again, starting from velocity zero and applying (4). If the \( g_{\text{best}} \) is near the edge of feasible space, then bumping makes sure the particles remain near the edge and thus near the \( g_{\text{best}} \). However the particles may get ‘trapped’ at the current \( g_{\text{best}} \), because they stop there all the time. Because of that and the loss of velocity, the entire search space of all particles is reduced and premature convergence may occur. Thus the particles may get stuck in a sub-optimal solution.

Random positioning simply changes the negative weight into a random, feasible weight. The advantage of this with respect to bumping is the fact that the search space is not reduced. In fact the search space is expanded, because the particle is placed in an entirely different area. The premature convergence, which may occur with bumping, does not occur here. However the opposite may be true for random positioning: there will no convergence to the global optimum at all. If the optimal solution is near the edge, then a particle approaching it may be thrown back into a different and worse area. It will then fly back towards the optimum, touch the edge, and get thrown back again. Thus the particle may get stuck in a loop and will never be able to come to a stop at the best solution.

Hu and Eberhart [14] come with a different strategy, henceforth called amnesia. With the initialization all the particles are feasible solutions. But during the iterations the particles are allowed to cross the boundaries and fly into the infeasible space. However the particles will not remember the value of the objective function of the solutions found in the infeasible space and if they find a better solution, it will not be recorded neither as \( p_i^{\text{best}} \) nor as \( g_{\text{best}} \). Because of this, \( p_i^{\text{best}} \) and \( g_{\text{best}} \) will always lie inside the feasible space and thus the

**Fig. 2.** Portfolio optimization with 3 assets, with optimal solution near the boundary. The contour lines show portfolios with the same Sharpe ratio. Darker (red) regions denote portfolios with lower Sharpe ratios and brighter (yellow) areas correspond to portfolios with higher Sharpe ratios. The star in black is the optimal portfolio given the constraint of no short selling.
particles will be attracted back there. Amnesia solves the problems of bumping and random positioning: the size of the search space is not reduced, while the particles stay around the edge and the current $g_{\text{best}}$. Convergence will therefore take place, but it will not easily be premature convergence. A downside of amnesia may be the fact that the particles do ‘waste time’ flying in infeasible space, which in some cases may result in an inefficient search.

4 Genetic Algorithms

Besides the PSO, GAs [7] are also used to solve this portfolio optimization problem. Here, the chromosomes are implemented in the same way as the solutions or particles in PSO, i.e., as strings of real-valued numbers, with each number representing the weight of an asset. This is called real-coding [15], and allows the algorithm to search for a solution in a continuous space, which seems more natural in the portfolio optimization problem. And because the same encoding is used for PSO, the performance can be compared more easily.

Design of the GA operators ‘selection’, ‘crossover’, and ‘mutation’ is a major issue in a GA implementation. Two different selection methods were implemented: the tournament selection and the roulette wheel selection [16]. The other two operators should be implemented in a way that the two constraints $\sum_{i=1}^{N} w_i = 1$ and $\forall i : 0 \leq w_i \leq 1$ of (2) remain fulfilled. Two different crossover operators were implemented: the ‘simple arithmetic crossover’ and the ‘whole arithmetic crossover’. Both are crossover operators commonly used for real-coded GA [17]. Each crossover involves two parents, who were selected via the selection operator, and the crossover combines their genes to produce two offsprings. Simple arithmetic crossover resembles the basic crossover for binary solutions. First a random point is chosen on the parent’s chromosomes. Then the crossover swaps the solutions after that point. After this swap a constraint may have been violated: the weights no longer sum up to one. Because of this, the weights must be normalized after the swap which introduces an unintended extra impact on the weights. It increases the randomness and thus, increases the exploration of the space and reduces the exploitation of good solutions. However, as a new offspring’s weights can sum up to no more than 2, normalizing the weights will in the worse case result in dividing the weights by 2, which seems acceptable. The nonnegative constraint however will never be violated with this crossover, because nothing is subtracted from the weights. The whole arithmetic crossover is more adjusted to using real numbers instead of binary ones. Here the first offspring consists of a fraction $p_1$ of parent 1 and $1 - p_1$ from parent 2, with $p_1 \in [0, 1]$. The second offspring will be the opposite, being composed as a fraction $1 - p_1$ of parent 1 and $p_1$ of parent 2. The advantage of this crossover is that it automatically holds to both constraints: the weights stay positive and sum up to one. The final operator is mutation. To make sure that afterwards the weights of a solution still add up to one, the mutation operator was designed so that it randomly chooses two weights. Then an equal random amount is subtracted from one weight and added to the other one. Thus the sum of all weights is still one. Unfortunately a substraction may cause a weight to become negative. If this is the case then the weight’s value is set to zero and the weights are normalized.

After good solutions have been selected, they are combined via the crossover to produce their offspring and after a possible mutation, the population of the next generation is formed. Since we wish to preserve the very best solutions across generations, the elitism strategy is included. Elitism means that the best $n$ solutions of a generation (in our case, $n = 1$) should be transmitted untouched to the next generation. The parameters for GA concern
two probabilities. After a solution is selected, cross-over may be performed on it and a mutation after that. But the key-word here is *may*. After several tests, the probability of a crossover occurring was chosen to be 0.8 and of a mutation 0.01.

5 Experimental Setup and Results

As mentioned in the introduction, this study does not focus on getting correct estimates for the expected return and (co)variances. Because of this, we simply used the arithmetic mean and the (co)variance of historical data as expected return and risk, respectively. The historical data needed for performing these calculations, have been collected from the Datastream database. Since we want to look at how well the algorithms perform with respect to a large number of assets, we have decided to use the stocks from the Standard & Poor’s 500. We have selected the monthly values of 493 stocks, in the period from February 2004 until February 2006. This results in 26 values per asset. Some of the stocks appeared to have, on average, a negative return and because of this, the algorithms should never pick them. They were still kept in the database in order to better test the performance of the algorithms.

First results The first test ran was designed to verify the ‘consistency’ of the algorithm defined as the ability of the algorithm to always find the optimal solution. This measure is needed because both algorithms have random components, and perhaps one simply performed better in a single attempt because it was lucky. The presence of assets with negative returns makes the problem harder because the best solutions may be near the boundaries of the feasible space. For each given number of assets in the portfolio, 5 sets of assets were randomly picked. Each strategy was run 5 times over these sets, to try to eliminate the influence of a lucky initial solution. To allow for a fair comparison, all the runs were made keeping the number of particles/chromosomes (for PSO/GA) constant and equal to 25 and in the next experiment equal to 50 (see Table 1). Each algorithm was run for 1000 iterations which was supposed to be a number big enough. Based on the results obtained in this way, the average number \( N_{it} \) of iterations that a certain strategy needs to find a solution within 0.1% of the best Sharpe Ratio found on that particular run, was calculated. This number is an indicator for the speed of convergence to the neighborhood of the best solution. To test the consistency of this result, the standard deviation \( \sigma_{N} \) was also calculated. Next, the average error \( \varepsilon_{SR} \) was calculated between (i) the best Sharpe ratios found by the algorithms in the particular runs and (ii) the best Sharpe ratio found by the different strategies on all runs, for a particular set of assets, together with the standard deviation of this measure \( \sigma_{\varepsilon} \). This allows to understand whether the algorithm is good to find the best solution.

The second test was designed to examine the speed of the different strategies. As the speed of the algorithm is related to the number of iterations executed, the algorithms were run with a fixed number of iterations equal to \( N_{it} + 2\sigma_{N} \) (extracted from Table 1). Considering a normal distribution of \( N_{it} \), it means that approximately 97.7% of the time the algorithm will have enough iterations to arrive within 0.1% of the best Sharpe Ratio that would be found in that particular run. For each given number of assets in portfolio, 5 runs over each of the 5 randomly picked sets of stocks were executed, like done in the previous test, and the average time of execution (in seconds) of the algorithm \( \bar{t} \) and standard deviation of this time \( \sigma_{t} \) were calculated. The results are presented in Table 2.
Table 1. Comparison of the consistency of PSO and GA algorithms for solving the portfolio optimization problem, running with 25 respectively 50 particles/chromosomes. \( N_a \) is the number of assets included in the portfolio; \( N_{it} \) is the average number of iterations that the algorithm took to find a solution within 0.1% of the best SR found; \( \sigma_N \) is the standard deviation of this measure; \( \varepsilon_{SR} \) is the average error between the SR found by the algorithm in the different runs and the best SR found overall runs; and \( \sigma_{\varepsilon} \) is the standard deviation of these errors.

<table>
<thead>
<tr>
<th>( N_a )</th>
<th>Algorithm</th>
<th>25 particles</th>
<th></th>
<th></th>
<th></th>
<th>50 particles</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( N_{it} )</td>
<td>( \sigma_N )</td>
<td>( \varepsilon_{SR} )</td>
<td>( \sigma_{\varepsilon} )</td>
<td>( N_{it} )</td>
<td>( \sigma_N )</td>
<td>( \varepsilon_{SR} )</td>
<td>( \sigma_{\varepsilon} )</td>
</tr>
<tr>
<td></td>
<td>PSO Bumping</td>
<td>24</td>
<td>24</td>
<td>-0.12%</td>
<td>0.25%</td>
<td>16</td>
<td>14</td>
<td>-0.03%</td>
<td>0.04%</td>
</tr>
<tr>
<td></td>
<td>PSO Amnesia</td>
<td>117</td>
<td>50</td>
<td>-0.40%</td>
<td>0.69%</td>
<td>79</td>
<td>65</td>
<td>-0.05%</td>
<td>0.13%</td>
</tr>
<tr>
<td></td>
<td>PSO Random</td>
<td>26</td>
<td>14</td>
<td>-0.12%</td>
<td>0.21%</td>
<td>15</td>
<td>15</td>
<td>-0.07%</td>
<td>0.24%</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Basic</td>
<td>121</td>
<td>120</td>
<td>-0.80%</td>
<td>3.98%</td>
<td>60</td>
<td>116</td>
<td>-1.86%</td>
<td>4.92%</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Basic</td>
<td>127</td>
<td>112</td>
<td>-0.00%</td>
<td>0.00%</td>
<td>36</td>
<td>25</td>
<td>-0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Arith.</td>
<td>346</td>
<td>176</td>
<td>-0.80%</td>
<td>3.92%</td>
<td>314</td>
<td>282</td>
<td>-3.08%</td>
<td>4.71%</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Arith.</td>
<td>251</td>
<td>134</td>
<td>-0.00%</td>
<td>0.00%</td>
<td>129</td>
<td>101</td>
<td>-0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td>PSO Bumping</td>
<td>101</td>
<td>52</td>
<td>-1.43%</td>
<td>2.06%</td>
<td>55</td>
<td>49</td>
<td>-0.21%</td>
<td>0.42%</td>
</tr>
<tr>
<td></td>
<td>PSO Amnesia</td>
<td>217</td>
<td>51</td>
<td>-2.01%</td>
<td>2.04%</td>
<td>144</td>
<td>50</td>
<td>-0.39%</td>
<td>0.82%</td>
</tr>
<tr>
<td></td>
<td>PSO Random</td>
<td>118</td>
<td>70</td>
<td>-2.13%</td>
<td>2.23%</td>
<td>66</td>
<td>48</td>
<td>-0.27%</td>
<td>0.74%</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Basic</td>
<td>285</td>
<td>187</td>
<td>-3.91%</td>
<td>10.27%</td>
<td>247</td>
<td>111</td>
<td>-0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Basic</td>
<td>483</td>
<td>193</td>
<td>-0.04%</td>
<td>0.07%</td>
<td>281</td>
<td>215</td>
<td>-0.02%</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Arith.</td>
<td>827</td>
<td>128</td>
<td>-0.72%</td>
<td>0.43%</td>
<td>853</td>
<td>104</td>
<td>-1.04%</td>
<td>0.50%</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Arith.</td>
<td>756</td>
<td>186</td>
<td>-0.37%</td>
<td>0.53%</td>
<td>624</td>
<td>182</td>
<td>-0.06%</td>
<td>0.05%</td>
</tr>
<tr>
<td></td>
<td>PSO Bumping</td>
<td>188</td>
<td>87</td>
<td>-9.38%</td>
<td>5.39%</td>
<td>171</td>
<td>87</td>
<td>-2.71%</td>
<td>3.29%</td>
</tr>
<tr>
<td></td>
<td>PSO Amnesia</td>
<td>290</td>
<td>41</td>
<td>-10.09%</td>
<td>5.06%</td>
<td>301</td>
<td>46</td>
<td>-3.52%</td>
<td>3.29%</td>
</tr>
<tr>
<td></td>
<td>PSO Random</td>
<td>170</td>
<td>77</td>
<td>-9.22%</td>
<td>5.86%</td>
<td>204</td>
<td>92</td>
<td>-3.06%</td>
<td>3.46%</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Basic</td>
<td>808</td>
<td>124</td>
<td>-0.24%</td>
<td>0.37%</td>
<td>661</td>
<td>231</td>
<td>-0.04%</td>
<td>0.05%</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Basic</td>
<td>835</td>
<td>180</td>
<td>-1.14%</td>
<td>1.03%</td>
<td>689</td>
<td>242</td>
<td>-0.31%</td>
<td>0.31%</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Arith.</td>
<td>884</td>
<td>117</td>
<td>-4.38%</td>
<td>2.04%</td>
<td>921</td>
<td>64</td>
<td>-5.79%</td>
<td>2.78%</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Arith.</td>
<td>895</td>
<td>76</td>
<td>-2.10%</td>
<td>1.38%</td>
<td>869</td>
<td>112</td>
<td>-0.95%</td>
<td>0.82%</td>
</tr>
<tr>
<td></td>
<td>PSO Bumping</td>
<td>209</td>
<td>109</td>
<td>-20.04%</td>
<td>8.42%</td>
<td>220</td>
<td>88</td>
<td>-9.75%</td>
<td>6.48%</td>
</tr>
<tr>
<td></td>
<td>PSO Amnesia</td>
<td>372</td>
<td>40</td>
<td>-22.04%</td>
<td>8.48%</td>
<td>380</td>
<td>44</td>
<td>-12.79%</td>
<td>6.50%</td>
</tr>
<tr>
<td></td>
<td>PSO Random</td>
<td>180</td>
<td>84</td>
<td>-16.82%</td>
<td>5.99%</td>
<td>241</td>
<td>93</td>
<td>-9.88%</td>
<td>6.32%</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Basic</td>
<td>965</td>
<td>35</td>
<td>-1.90%</td>
<td>2.14%</td>
<td>884</td>
<td>78</td>
<td>-0.51%</td>
<td>0.62%</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Basic</td>
<td>897</td>
<td>101</td>
<td>-3.75%</td>
<td>4.49%</td>
<td>873</td>
<td>121</td>
<td>-1.05%</td>
<td>0.96%</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Arith.</td>
<td>894</td>
<td>197</td>
<td>-10.81%</td>
<td>9.24%</td>
<td>947</td>
<td>40</td>
<td>-9.61%</td>
<td>2.35%</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Arith.</td>
<td>941</td>
<td>49</td>
<td>-7.80%</td>
<td>4.72%</td>
<td>930</td>
<td>77</td>
<td>-3.79%</td>
<td>1.98%</td>
</tr>
<tr>
<td></td>
<td>PSO Bumping</td>
<td>210</td>
<td>72</td>
<td>-30.18%</td>
<td>7.98%</td>
<td>243</td>
<td>75</td>
<td>-22.43%</td>
<td>9.26%</td>
</tr>
<tr>
<td></td>
<td>PSO Amnesia</td>
<td>479</td>
<td>36</td>
<td>-33.73%</td>
<td>9.43%</td>
<td>485</td>
<td>27</td>
<td>-30.63%</td>
<td>9.84%</td>
</tr>
<tr>
<td></td>
<td>PSO Random</td>
<td>200</td>
<td>99</td>
<td>-28.45%</td>
<td>10.73%</td>
<td>278</td>
<td>105</td>
<td>-20.97%</td>
<td>9.86%</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Basic</td>
<td>961</td>
<td>38</td>
<td>-5.37%</td>
<td>4.66%</td>
<td>965</td>
<td>29</td>
<td>-2.06%</td>
<td>2.49%</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Basic</td>
<td>937</td>
<td>55</td>
<td>-8.87%</td>
<td>5.51%</td>
<td>877</td>
<td>122</td>
<td>-3.33%</td>
<td>2.85%</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Arith.</td>
<td>948</td>
<td>41</td>
<td>-14.62%</td>
<td>4.06%</td>
<td>933</td>
<td>53</td>
<td>-18.39%</td>
<td>4.22%</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Arith.</td>
<td>927</td>
<td>71</td>
<td>-11.47%</td>
<td>3.41%</td>
<td>961</td>
<td>37</td>
<td>-8.74%</td>
<td>3.33%</td>
</tr>
</tbody>
</table>

Selecting best PSO and GA Before GA and PSO are compared, the individual strategies of the algorithms are first looked at. PSO had three different strategies for handling the nonnegativity constraint. When looking at tables 1 and 2, a first observation is that the strategy of letting the particles fly into infeasible space areas is not a very good strategy. In
Table 2. Comparison of the speed of the PSO and GA algorithms for solving the portfolio optimization problem. \( N_a \) is the number of assets included in the portfolio; Algorithm identifies to which algorithm the listed results refer to; \( N_{it} \) is the fixed number of iterations used to solve the problem; \( \bar{t} \) is the average time in seconds to solve the optimization problem; and \( \sigma_t \) is the standard deviation in seconds of the time to solve the optimization problem.

<table>
<thead>
<tr>
<th>( N_a )</th>
<th>Algorithm</th>
<th>( N_{it} )</th>
<th>( \bar{t} ) (s)</th>
<th>( \sigma_t ) (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>PSO Bumping</td>
<td>44</td>
<td>0.20</td>
<td>0.118</td>
</tr>
<tr>
<td></td>
<td>PSO Amnesia</td>
<td>210</td>
<td>0.78</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>PSO Random</td>
<td>45</td>
<td>0.18</td>
<td>0.008</td>
</tr>
<tr>
<td>5</td>
<td>GA Roul./Basic</td>
<td>293</td>
<td>2.94</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Basic</td>
<td>86</td>
<td>0.35</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Arith.</td>
<td>878</td>
<td>7.76</td>
<td>0.209</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Arith</td>
<td>332</td>
<td>1.12</td>
<td>0.014</td>
</tr>
<tr>
<td>10</td>
<td>PSO Bumping</td>
<td>153</td>
<td>0.78</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>PSO Amnesia</td>
<td>243</td>
<td>1.19</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>PSO Random</td>
<td>163</td>
<td>0.83</td>
<td>0.011</td>
</tr>
<tr>
<td>10</td>
<td>GA Roul./Basic</td>
<td>468</td>
<td>5.21</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Basic</td>
<td>711</td>
<td>3.58</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Arith</td>
<td>1062</td>
<td>10.52</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Arith</td>
<td>988</td>
<td>4.37</td>
<td>0.030</td>
</tr>
<tr>
<td>20</td>
<td>PSO Bumping</td>
<td>345</td>
<td>3.02</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>PSO Amnesia</td>
<td>394</td>
<td>3.34</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>PSO Random</td>
<td>389</td>
<td>3.39</td>
<td>0.029</td>
</tr>
<tr>
<td>20</td>
<td>GA Roul./Basic</td>
<td>1124</td>
<td>16.73</td>
<td>0.203</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Basic</td>
<td>1172</td>
<td>10.09</td>
<td>0.074</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Arith</td>
<td>1050</td>
<td>14.24</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Arith</td>
<td>1092</td>
<td>8.71</td>
<td>0.073</td>
</tr>
<tr>
<td>30</td>
<td>PSO Bumping</td>
<td>396</td>
<td>5.53</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>PSO Amnesia</td>
<td>469</td>
<td>6.41</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>PSO Random</td>
<td>427</td>
<td>5.95</td>
<td>0.027</td>
</tr>
<tr>
<td>30</td>
<td>GA Roul./Basic</td>
<td>1041</td>
<td>20.93</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Basic</td>
<td>1116</td>
<td>15.35</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Arith</td>
<td>1028</td>
<td>19.32</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Arith</td>
<td>1084</td>
<td>14.21</td>
<td>0.049</td>
</tr>
<tr>
<td>50</td>
<td>PSO Bumping</td>
<td>394</td>
<td>14.78</td>
<td>0.460</td>
</tr>
<tr>
<td></td>
<td>PSO Amnesia</td>
<td>541</td>
<td>19.99</td>
<td>0.625</td>
</tr>
<tr>
<td></td>
<td>PSO Random</td>
<td>488</td>
<td>18.37</td>
<td>0.664</td>
</tr>
<tr>
<td>50</td>
<td>GA Roul./Basic</td>
<td>1024</td>
<td>44.03</td>
<td>0.221</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Basic</td>
<td>1121</td>
<td>40.44</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>GA Roul./Arith</td>
<td>1039</td>
<td>43.24</td>
<td>0.269</td>
</tr>
<tr>
<td></td>
<td>GA Tourn./Arith</td>
<td>1035</td>
<td>36.63</td>
<td>0.064</td>
</tr>
</tbody>
</table>

fact it was not uncommon for the best solution to stay the same for 300 iterations before being improved by the algorithm. So clearly the Amnesia strategy for PSO should not be used for this problem.

This observation leaves Bumping or Random Positioning. It turned out that, according to Table 1 in case of using 50 particles, Bumping is more consistent in obtaining the best overall Sharpe ratio than Random Positioning. This is however not the case for 50 assets, so it
is possible that Bumping is only better for smaller number of assets. A similar behavior might be expected in case of using less particles. It indeed turned out that Random Positioning reaches a better Sharpe ratio for 20, 30 and 50 assets. This behavior may be due to the fact that Random Positioning has better exploratory properties, which is needed for finding optimal solutions of complex problems, than Bumping. It seems therefore true that Bumping is (only) better if there are enough problems or not too many assets to choose from. However, the performance difference between Random Positioning and Bumping is not clear enough to say that for certain. It was also speculated that Random Positioning might be often unable to reach the global optimum within the time available. For example, if the solution lies near the boundary, at every time a particle reaches the boundary it is thrown back into the feasible space, away from the most promising area. It turned out that Random Positioning indeed requires slightly more iterations than Bumping. So, to summarize, the PSO algorithms with Bumping and Random Positioning perform much better than that with the Amnesia strategy while the quality differences in performance with between the first two are small. Since the PSO with Bumping is consistently faster than that with Random Positioning we have selected that one to use for comparison with the GA algorithm.

The Genetic Algorithm had two different selection strategies and two different crossover operators to choose from, all together four different strategies. First the resulting Sharpe ratio is looked at. It turned out that the basic crossover strategies usually beat the arithmetic ones, regardless of which selection method used. So, the arithmetic strategies could be ignored from now on. Looking at the results found by the GA with basic crossover using different selection strategies (roulette wheel or tournament) we notice that for some cases, the tournament selection operator does better, and for other cases, the roulette wheel won. On the other hand, the tournament/basic strategy generally runs somewhat faster than the roulette/basic strategy. That is why we have selected the GA with the tournament/basic strategy as the best GA for this problem.

Comparing best PSO with best GA Finally we make a comparison between the PSO algorithm using Bumping and the GA with tournament/basic strategy. It turned out that PSO and GA both need a similar amount of time to calculate one iteration, and that PSO consistently requires much less iterations, and therefore takes much less time. On the other hand, PSO’s resulting Sharpe ratio’s are not as good as those found by the GA. Therefore it seems that, while PSO is faster in getting near the global optimum, it does not have GA’s finesse in getting the precise optimal values. This difference can be seen in Figures 3 and 4. These figures show a typical progress of the 50 particles/chromosomes for the problem of 50 assets. Again the $x$-axis of both graphs show that Bumping requires much less time.

We further observe that the best solution of Bumping usually increases steadily, while the best one of GA usually takes small steps and sometimes, suddenly, a very large step (for example around 450 iterations). Apparently, PSO/Bumping’s particles are usually steadily flying towards the global optimum, while the GA chromosomes may sometimes do big steps in the right direction due to a lucky search combination. These sudden improvements can also be observed in the performance of the worst solution of the GA. Probably due to GA’s operators, some GA solutions are sometimes thrown away from the interesting area and end up somewhere in a completely different area. Because of that the value of the worst solution may have big fluctuations.

A final observation with respect to the performances of PSO and GA concerns the differences between the best Sharpe ratio and the average one found. With GA, the two
lines are very close to each other, indicating that the population consists of similar solutions and Sharpe ratios. But with PSO, initially, there is a big difference between the average and best solution indicating that, generally, the particles are spread further across the solution space. Only in the end, when all the particles reach the interesting area, the difference between the average and the best value decreases. Since in the end, the particles of PSO are focusing on just one promising area and all fly directly towards it, PSO requires less time than GA. The GA on the other hand seems to be better in continuously exploring interesting areas and, because of this, in producing better final solutions: please see the values of $\frac{\sigma}{\mu_{SR}}$ and $\sigma_\varepsilon$ in Table 1. However, the differences in time and in values of the Sharpe ratio are not so large that a clear winner of the two algorithms can be announced. Which method is better therefore depends on the context of the problem: does one need a fast method with a good result, or does one have more time available and demands a great(er) result?

6 Conclusions

The performance of two systematic random search algorithms, Particle Swarm Optimization and Genetic Algorithms, applied to a constrained portfolio optimization problem, was shown and analyzed. Both algorithms are inspired by phenomena occurring in Nature, but the specific mechanics are different. Several strategies to handle the constraints were implemented and the results were compared. For PSO, the strategies bumping, amnesia and random positioning have been implemented. For GA, the constraints were handled in the selection (roulette wheel and tournament) and crossover (basic crossover and arithmetic crossover) operators.

It has been shown that both PSO and GA find solutions close to the optimal one where PSO appears to converge much faster than GA. It further turned out that the quality of
the solution found by GA is somewhat better than that of PSO. The results also show that both algorithms may be used for this constrained optimization problem but specific parameters (e.g. number of particles and number of iterations/generations) must be tuned ad hoc. Future research should reveal whether this behavior of the two types of algorithms is systematic by applying them to a series of other (constrained) optimization problems.
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Abstract. In our previous work [14], we introduced Automated Self-Assembly Programming Paradigm (ASAP$^2$). We investigated how external environment settings affect population diversity and software self-assembly efficiency. In this paper, we introduce a mathematical model for ASAP$^2$ that allows us to predict time to equilibrium and diversity of generated solutions. In addition, we extended the work and illustrate an improved methodology for ASAP$^2$ based on particle swarm optimization. We carry out the same set of experiments as we did before and compare it with the results obtained from the interpolation. Results indicate that an improvement in software self-assembly efficiency can be achieved.

1 Introduction

Self-assembly is a process in which components autonomously assemble into a complex structure through statistical exploration of alternative configurations. Components interact with each other without the presence of central control mechanism, nor external interventions in this process. Natural examples of self-assembly systems exist which are both inorganic and organic. Take protein folding as an example, components are amino acids arranged in a sequential order and the assembled structure is the folded three-dimensional shape of the protein. For a mobile condensed phase such as liquid, self-assembling reactions are mediated by chemical forces such as hydrogen bonding and van der Waals forces [17], [19]. Robustness and versatility are some of the most important properties of self-assembling systems. These two advantages come from the fact that self-assembly systems are usually composed of a large number of components and only some are used to construct the final goal structure. If a certain part of the self-assembled system fails, other components can replace the failed parts to ensure the functionality of the system. Self-assembly is also a versatile process because a goal structure can usually be constructed using different combinations of components, and this makes it prone to alternative configurations [8].

In our previous work [14], an Automated Self-Assembly Programming Paradigm (ASAP$^2$) inspired by natural and artificial self-assembly systems was presented. In ASAP$^2$, a set of human made software components are collected in software repositories and later integrated through self-assembly into a goal-specific software architecture aimed at satisfying certain pre-specified tasks. We investigated and discovered different factors that influence the efficiency of software self-assembly and the diversity of the generated programs using unguided
self-assembly. In this paper, we extend our previous work [14] by introducing a mathematical model to predict software self-assembly efficiency and population diversity for ASAP$^2$. To the best of our knowledge, similar predictive capacity has not yet been achieved in GP. Although genetic programming is one of the most popular methodologies for automated program synthesis [1] and has been applied to a wide range of problems [11], [10], [2], [3], we are interested in investigating a possible alternative to Genetic Programming.

It is our hope and long term goal that by designing an alternative paradigm for automatic program synthesis from the bottom up while keeping an eye on predictive model, we would one day have a principled engineering methodology for ASAP$^2$. Thus, rather than natural selection as a metaphor for the automated construction of programs, we intend to focus instead on self-assembly, which could then lead to self-healing [16] and self-reconfigurable systems [18].

Swarm intelligence mimics the behaviour of natural creatures such as particle swarm and flying birds (i.e. a flock). Particle swarm optimization (PSO) was first introduced by Kennedy and Eberhart [6] and it is one of the most common techniques used in swarm intelligence. PSO is a population-based search algorithm in which each individual in the population represents a solution. Individuals in PSO have various properties, among them each individual has its own velocity. More importantly, PSO is in some way similar to software self-assembly that each individual in PSO is an autonomous agent that follows simple rules. However, individuals as a whole exhibit emergent behaviours similar to the real particle swarm. In [15], [5], fitter particles are recorded into a leader set. Non-leader particles randomly select a leader from the leader set and follows the leader. In [9], particles determine and change their neighbours dynamically according to the distances in each generation.

In this paper, we present a new software self-assembly system with dynamic leaders and neighbourhood inspired by the previous work in PSO [9], [15], [5]. With our newly extended system, we perform the same set of experiments done in [14]. And we use our obtained formulae for ASAP$^2$ to compare the experiment results with our swarm based system. The comparison shows a significant improvement in software self-assembly efficiency.

The paper is organized as the following: in section 2, we will briefly describe our previous work on ASAP$^2$. In section 3, we will explain how we perform experiments for ASAP$^2$ and we review our previous experimental results. In section 4, a predictive model to interpolate software self-efficiency against various environment parameters will be presented for the previous work on unguided software self-assembly. We will explain our extended system and demonstrate the experiment in section 5. In section 6, we will analyze experimental data obtained from our extended system and assess our predictive model on these data. And the last section is the conclusion.

2 Program gas and unguided software self-assembly

In [14], we presented ASAP$^2$ which is loosely based on the theory of ideal gases.

- A two dimensional pool that plays the role of a gas container is used for software self-assembly. Software components are placed into the pool and move randomly.
- The area of the pool is a free parameter of the model.
- Software components are linked to molecules. The probability of movement is a function of the temperature.
- The temperature is another free parameter of the model.
• Finally, the number of components placed within the pool is the third and last free parameter.

We use the three parameters above in order to control the software self-assembly process. We investigated and discovered how these environment parameters can affect the efficiency of software self-assembly process and the diversity of the generated population. Because we are using ideal gas as a metaphor for ASAP, the well-known equation of states for ideal gases is used as a crude approximation to link the three free parameters described above to the dependent variable, i.e. the pressure on the walls of the pool exerted by the software components. The perfect gas has the following simple equation of state relating the pressure on the wall $P$, absolute temperature $T$, volume $V$ and amount of molecules $n$:

\[ PV = nRT, \]  

where $R$ is a constant value for the gas. Due to some major differences between program gas and perfect gas (as pointed out in [14]), we measured to what degree the equation holds for programme gases. Besides, we investigated how software self-assembly efficiency and diversity of the generated population is affected by the above environment parameters. Fig. 2 shows screenshots of ASAP, in which the colored circles represent software components.

In ASAP, a software component contains ports that play the role of binding sites. Ports can be divided into two categories: input ports and output ports, with a corresponding data type associated. We assume that an input port can only connect with an output port of the same data type to ensure only valid and meaningful configurations.

![Fig. 1.](image1.jpg)  

Fig. 1. (a) Early stage of software self-assembly. (b) Latter stage of software self-assembly.

Software self-assembly starts by placing all the software components from a given software repository into the pool. In [14], software components move randomly in the pool with a probability which is a function of the temperature. When two components are close within a cut-off distance and their types match, they self-assemble into a larger aggregated structure. Otherwise, the two software components will be pushed away against each other. The left panel in Fig. 2(a) shows an early stage of software self-assembly in which few software
components are bound together. Fig. 2(b) shows a latter stage where more and more larger trees emerged. The simulation is deemed to have reached equilibrium when no more bindings can occur between the remaining (partial) self-assembled parse trees. Hence, equilibrium is the stopping condition for our simulations.

3 Review of previous results

We investigated in [14] to what degree Eq. 1 holds, i.e. the relationship between temperature ($T$), area ($A$), number of software components in the pool ($N$), pressure ($P$), time to equilibrium ($t_{\epsilon}$) and diversity of the self-assembled trees at equilibrium ($D_{\epsilon}$). More specifically, $P$ is measured by counting the number of components that hit one of the four walls of the pool per unit of time. As mentioned above, $T$ is a free parameter and it affects a component’s moving probability, $p(M)$, where $p(M) = e^{-T}$. The area $A$ of the pool and number of copies of each component, $N$, are the other two free parameter of the model.

Besides $P$ we also measure “time to equilibrium” ($t_{\epsilon}$), which records how long it takes the system to reach equilibrium, and diversity of the self-assembled parse tree classes ($D_{\epsilon}$) at equilibrium. $D_{\epsilon}$ is used to assess the diversity of the emergent parse trees under different settings of $N, A$ and $T$. For measuring diversity we consider that two trees belong to the same parse tree class if both their structures and content are identical [4].

We set up the experiments using a bubble sort program implemented in java as the source for software components. We represent this original bubble sort program into a parsing tree, and each node in this tree represents a software component. The original program is then cut in an ad hoc manner into 18 components and placed into a software repository. We run 20 replicas for each ($A, T, N$) triplet studied measuring the dependent variables. The ranges for $A, T$ and $N$ were: $A \in \{160k, 250k, 360k, 490k\}$ arbitrary square units, $T \in \{0.25, \ldots, 4\}$ arbitrary temperature units in 0.25 increments and $N \in \{1, 2, 3, 4, 8, 16, 24, 32\}$ copies.

Fig. 2. Unguided software self-assembly, relationship between (a) pressure and temperature (b) time to equilibrium and temperature ($A=360k$)

...
the pool increase as temperature rises. Figure 2(a) also shows that pressure increases as more copies of components are placed into the pool. In addition, Fig. 2(b) indicates time to equilibrium decreases as temperature increases or number of components increases. This is because when there are more components in a fixed confined space, or if components move faster to explore more areas, it is more likely for them to form valid bindings.

Figure 3(a) shows pressure (P) decreases as area of the pool (A) increases as we fixed the temperature to 2.0. Figure 3(b) illustrates that it takes longer for the system to reach equilibrium as the area of the pool becomes greater. The reason is rather straight-forward, as the pool becomes larger, the probability for a component to bind with another component decreases.

The experimental results from [14] in Fig. 4 illustrate that the number of copies of components placed into the pool is the primary factor that influence the diversity of generated programs. Intuitively, as more components are placed into the pool, self-assembly system yield more results.

Fig. 3. Unguided software self-assembly, relationship between (a) pressure and area (b) time to equilibrium and area (T=2.0)

Fig. 4. Using unguided self-assembly: (a) relationship between total different tree classes and number of copies (A = 360k). (b) relationship between total number of different tree classes and number of copies (T = 2.0).
4 Predictive model for ASAP\(^2\) with unguided dynamics

The first contribution of this paper is a mathematical model that can be used to predict both \(t_\varepsilon\) and \(D_\varepsilon\) for the standard ASAP\(^2\) implementation as a function of \((A, N, T)\). With regression software, the following formulae are produced to predict \(t_\varepsilon\) having one of the three free environment parameters fixed to a pre-specified value (\(T=2.0\), \(N=8\), \(A=360\) respectively). Figure 5 depicts how accurately Eq. 2, 3 and 4 predict \(t_\varepsilon\) in comparison with the average of the 20 replicas.

\[
t_\varepsilon(A, N) = \frac{(7.05 * A) + 321.2}{N} + (3.91 * A) - 593.71 \quad (2)
\]

\[
t_\varepsilon(A, T) = \frac{(5.21672 * A) - 659.015}{T} + (3.7274 * A) - 416.114 \quad (3)
\]

\[
t_\varepsilon(T, N) = \left(\frac{1}{T} + 1\right) * \left(\frac{1726}{N} + 637.325\right) \quad (4)
\]

Figure 5 shows that the predictions are fairly accurate as experimental data follow the same trend as predicted by the formulae although errors exist between predictions and experimental results. We quantify the errors by calculating the average and standard deviation of errors rate for each formula (Table 1). Table 1 shows average and standard deviation of errors rate for each equations in different parameter settings. With a lower area setting in Eq. 2 and Eq. 3, the equations predict more accurately with a smaller average error rate. In addition equation 2, 3 predict better than Eq. 4 because they report a smaller average error rate.

\[
D_\varepsilon(N) = 15 * N + 16.6 \quad (5)
\]

As has been shown in Fig. 4, diversity of self-assembled programs is not greatly affected by temperature neither by area of the pool. Hence, we present Eq. 5 to predict program diversity in relation to number of copies of components only. Figure 5(d) illustrates predicted and the observed experimental results using unguided software self-assembly, and the obtained experimental data agree quite well with the model predictions. This can also be seen from Table 1, which shows a small average error rate. This interpolation for \((t_\varepsilon, D_\varepsilon)\) can already be seen as an advance since similar predictive performance is yet to be achieved with GP.

5 ASAP\(^2\) with leaders and dynamic neighbourhood

The second contribution of this paper is a new instantiation of ASAP\(^2\) to PSO.

5.1 Model description

We extend here the ASAP\(^2\) by introducing leaders in the process of software self-assembly. When components are firstly placed into the pool, a pre-specified proportion of components are randomly selected as leaders. If a non-leading component is within a distance threshold
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Fig. 5. Prediction model assessment on (a) time to equilibrium with $T=2.0$ (b) time to equilibrium with $N=8$ (c) time to equilibrium with $A=360k$ (d) diversity of the generated programs with $A=360k$, $T=0.25$. Triangles represent experimental data, and circles represent the corresponding data obtained from our predictive model.

Table 1. Error statistics for predictive model on ASAP

<table>
<thead>
<tr>
<th>equation</th>
<th>category</th>
<th>average error rate</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq. 4</td>
<td>$A=160$</td>
<td>0.208</td>
<td>0.148</td>
</tr>
<tr>
<td></td>
<td>$A=250$</td>
<td>0.425</td>
<td>0.525</td>
</tr>
<tr>
<td></td>
<td>$A=360$</td>
<td>0.389</td>
<td>0.473</td>
</tr>
<tr>
<td></td>
<td>$A=490$</td>
<td>0.261</td>
<td>0.374</td>
</tr>
<tr>
<td>Eq. 3</td>
<td>$A=160$</td>
<td>0.241</td>
<td>0.146</td>
</tr>
<tr>
<td></td>
<td>$A=250$</td>
<td>0.152</td>
<td>0.146</td>
</tr>
<tr>
<td></td>
<td>$A=360$</td>
<td>0.192</td>
<td>0.098</td>
</tr>
<tr>
<td></td>
<td>$A=490$</td>
<td>0.097</td>
<td>0.090</td>
</tr>
<tr>
<td>Eq. 4</td>
<td>$N=1$</td>
<td>0.106</td>
<td>0.106</td>
</tr>
<tr>
<td></td>
<td>$N=2$</td>
<td>0.129</td>
<td>0.089</td>
</tr>
<tr>
<td></td>
<td>$N=3$</td>
<td>0.181</td>
<td>0.108</td>
</tr>
<tr>
<td></td>
<td>$N=4$</td>
<td>0.263</td>
<td>0.095</td>
</tr>
<tr>
<td></td>
<td>$N=8$</td>
<td>0.224</td>
<td>0.144</td>
</tr>
<tr>
<td></td>
<td>$N=16$</td>
<td>0.219</td>
<td>0.189</td>
</tr>
<tr>
<td></td>
<td>$N=24$</td>
<td>0.733</td>
<td>0.207</td>
</tr>
<tr>
<td></td>
<td>$N=32$</td>
<td>1.190</td>
<td>0.521</td>
</tr>
<tr>
<td>Eq. 5</td>
<td>N/A</td>
<td>0.039</td>
<td>0.019</td>
</tr>
</tbody>
</table>
(\(D_\alpha\)) to a leader, it will follow the leader component. Leader components or those components that do not have a leader perform a Brownian motion as they do in \([14]\) until a leader appears in its neighbourhood. When a certain component binds with a leader component, the self-assembled structure also becomes a leader. In this way, it can be expected that the proportion of leader components in the pool increases as more components are self-assembled. The motivation behind this change is that the self-assembly process could be made more efficient by introducing leaders since components will attract each other and form groups rather than getting stuck in distant areas of the pool. The idea of our work presented in this paper is inspired by the work done in \([15]\) and \([9]\), which has shown encouraging outcomes on fitness and diversity of the generated results.

If more than one leader is within the threshold range (\(D_\alpha\)) of a non-leading component, there needs to be a way to decide which leader to follow. To do that we introduce attractive force of a leader component. Non-leader components follow a leader component that exhibit the greatest attractive force. In this way, a non-leader component changes its leader dynamically in a self-assembly process. The objective is to shorten the time to equilibrium for the system and observe how diversity of the generated populations is affected. Hence, we design the system in such a way that components with more available ports to bind exhibit larger attractive strength. It is important to mention that distance between a leader and a following component contributes to the attractive force too. Hence if a component finds two identical leader components within \(D_\alpha\), it will follow the closer one.

### 5.2 Experimental results and analysis

The same set of experiments as we did in \([14]\) are performed for our extended system. Figure 6(a) shows the relationship between pressure and temperature, and Fig. 7(a) illustrates the relation between pressure and area of the pool with our extended system. As can be seen, pressure of the environment is affected in a very similar way as the unguided software self-assembly system. That is, pressure increases with more number of components, higher temperature or smaller area of the pool. It can be seen (Fig. 2(a) v.s Fig. 6(a), and Fig.3(a) v.s Fig. 7(a)) that comparing with unguided software self-assembly, the overall pressure on the wall drops. This is because more components are following leaders instead of moving randomly in the pool and hitting the walls.

![Fig. 6. Software self-assembly with leaders: (a) relationship between pressure and temperature with \(A=360k\); (b) relationship between time to equilibrium and temperature with \(A=360k\)]](image)
Although pressure on the wall is affected by the environment parameters used $ASAP^2$ in very similar ways, time to equilibrium is influenced by those factors in utterly different ways. Figure 6(b) and 7(b) show how time to equilibrium is affected by temperature and area of the pool with various number of copies respectively. It can be seen that the system behaviour has been altered such that number of copies do not play an important role in time to equilibrium. Furthermore, 6(b) indicates that temperature only affects time to equilibrium at a low range (from 0.25 to approximately 1.0). Nevertheless, Fig. 7(b) suggests that area of the pool has a similar influence on time to equilibrium as it does for unguided software self-assembly, i.e. it takes longer for the system to reach equilibrium with a larger pool. Experimental results (Fig. 2(a) v.s Fig. 6(a), and Fig.3(a) v.s Fig. 7(a)) show that time to equilibrium has been significantly reduced when leaders are introduced into the system. As can be seen from Fig. 8, diversity of the generated population is influenced primarily by number of copies of components. Software self-assembly system with leaders generate fewer parse tree classes than unguided software self-assembly(Fig. 4 and 8).

To prove that our unguided $ASAP^2$ and extended $ASAP^2$ exhibits different behaviour in terms of time to equilibrium and diversity of the generated programs, we performed t-
tests on the experimental data obtained from the two models. Table 2 shows (for $A=360$), all p-value generated from t-test are smaller than 0.05. By convention, this is considered a strong evidence that the results are statistically different.

Table 2. t-test performed for $ASAP^2$ v.s. extended $ASAP^2$ with area set to 360 for both models

<table>
<thead>
<tr>
<th>N</th>
<th>time to equilibrium</th>
<th>diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$2.61 \times 10^{-7}$</td>
<td>0.0088</td>
</tr>
<tr>
<td>2</td>
<td>0.0044</td>
<td>1.76 $\times 10^{-5}$</td>
</tr>
<tr>
<td>3</td>
<td>0.0097</td>
<td>0.0017</td>
</tr>
<tr>
<td>4</td>
<td>0.0086</td>
<td>0.0003</td>
</tr>
<tr>
<td>8</td>
<td>0.0191</td>
<td>3.61 $\times 10^{-5}$</td>
</tr>
<tr>
<td>16</td>
<td>$4.71 \times 10^{-9}$</td>
<td>3.30 $\times 10^{-11}$</td>
</tr>
<tr>
<td>24</td>
<td>$9.33 \times 10^{-11}$</td>
<td>2.54 $\times 10^{-13}$</td>
</tr>
<tr>
<td>32</td>
<td>$9.06 \times 10^{-11}$</td>
<td>1.47 $\times 10^{-15}$</td>
</tr>
</tbody>
</table>

6 Assessment of predictive model on extended $ASAP^2$

We examine Eq. 2, Eq. 3, Eq. 4 and Eq. 5 as a predictive model for experimental data within the swarm intelligence inspired system. As can be seen from Fig. 10, greater errors occur between the average of the 20 replicas and predicted outcomes. This can also be seen from Table 3, where the average error rate figures become greater compared with Table 1. This again proves that the behaviour of the system has been altered when leaders are introduced.

![3-d chart indicating the inter-relation between total tree classes, time to equilibrium and copies of components in different temperature settings using (a) unguided self-assembly (b) dynamic leaders and neighbourhood](image-url)
Fig. 10. Prediction model assessment using extended ASAP\textsuperscript{2} on (a) time to equilibrium with T=2.0 (b) time to equilibrium with N=8 (c) time to equilibrium with A=360k (d) diversity of the generated programs with A=360k, T=0.25. Triangles represent experimental data, and circles represent the corresponding data obtained from our predictive model.

Table 3. Error statistics for predictive model on extended ASAP\textsuperscript{2}

<table>
<thead>
<tr>
<th>Equation</th>
<th>Category</th>
<th>Average Error Rate</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eq. 2</td>
<td>A=160</td>
<td>0.706</td>
<td>0.475</td>
</tr>
<tr>
<td></td>
<td>A=250</td>
<td>0.518</td>
<td>0.445</td>
</tr>
<tr>
<td></td>
<td>A=360</td>
<td>0.493</td>
<td>0.354</td>
</tr>
<tr>
<td></td>
<td>A=490</td>
<td>0.289</td>
<td>0.197</td>
</tr>
<tr>
<td>Eq. 3</td>
<td>A=160</td>
<td>0.568</td>
<td>0.135</td>
</tr>
<tr>
<td></td>
<td>A=250</td>
<td>0.196</td>
<td>0.154</td>
</tr>
<tr>
<td></td>
<td>A=360</td>
<td>0.209</td>
<td>0.166</td>
</tr>
<tr>
<td></td>
<td>A=490</td>
<td>0.275</td>
<td>0.247</td>
</tr>
<tr>
<td>Eq. 4</td>
<td>N=1</td>
<td>0.824</td>
<td>0.299</td>
</tr>
<tr>
<td></td>
<td>N=2</td>
<td>0.363</td>
<td>0.247</td>
</tr>
<tr>
<td></td>
<td>N=3</td>
<td>0.161</td>
<td>0.134</td>
</tr>
<tr>
<td></td>
<td>N=4</td>
<td>0.157</td>
<td>0.136</td>
</tr>
<tr>
<td></td>
<td>N=8</td>
<td>0.442</td>
<td>0.161</td>
</tr>
<tr>
<td></td>
<td>N=16</td>
<td>0.462</td>
<td>0.150</td>
</tr>
<tr>
<td></td>
<td>N=24</td>
<td>0.440</td>
<td>0.208</td>
</tr>
<tr>
<td></td>
<td>N=32</td>
<td>0.561</td>
<td>0.183</td>
</tr>
<tr>
<td>Eq. 5</td>
<td>N/A</td>
<td>0.167</td>
<td>0.115</td>
</tr>
</tbody>
</table>
As diversity is mainly affected by number of copies in both systems, we present three dimensional charts to show how it can influence the diversity along with time to equilibrium at the same time. Figure 9 are three dimensional charts to show its tendency, each of which is under a same pre-specified environment setting. Software self-assembly with leader reaches equilibrium much quicker but produces a less diverse population.

7 Conclusion

In our previous work on ASAP\textsuperscript{2}, program gas is used as a metaphor for software components that are placed into a prespecified area container. In this paper, we have reported and contributed the followings. First of all, we have presented a predictive model to interpolate software self-assembly efficiency and diversity for a given set of environment parameter \((A, T, N)\). We can predict the time needed for ASAP\textsuperscript{2} to reach its equilibrium and the resulting diversity of the generated populations.

Secondly, we have also introduced in this paper an extended work on ASAP\textsuperscript{2}. Our work is based on the implementation of “program gas” and ideas from particle swarm optimization methods, in which leaders and dynamic neighbourhood are introduced. A certain proportion of components are selected as leader components, and other components will follow the leaders if they are close within a certain distance. We investigated how diversity of the population and software self-assembly efficiency is affected under the particle swarm regime under the same set of environment parameters \((A, T, N)\). We report the experiments conducted on the extended system, which have shown a significant improvement in software self-assembly efficiency; however, with a slight drop in diversity of the generated population.

Finally, we have assessed our prediction model based on the extended ASAP\textsuperscript{2}. Results have shown greater prediction errors as behaviour of the system has been altered when leaders are introduced. Hence a new set of formulae needs to be derived for the extended system for more accurate predictions. We will report the new equations in our next publication.

Although our extended system may greatly improve the performance of the self-assembly process it is unlikely that this alone will be able to overcome the combinatorial nature of programs space exploration. Instead, more "intelligent" self-assembly should be investigated. Possible solutions may be based on graph grammars for directed self-assembly [13], [12] or the use of a tabu list [7] to ban the bindings between certain components if the binding product is unlikely to be of use.
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Abstract. In this paper, sequential and distributed genetic algorithms are applied to solve the three-stage two-dimensional rectangular strip packing problem. We study problem-specific operators with the aim of improving the quality of final packing patterns. A new operator, denoted as adjustment, is applied after recombination and mutation to all the solutions in the population to improve the filling rate of all levels. The results indicate that the incorporation of the adjustment operator is clearly beneficial for the evolutionary process. We even report that our distributed algorithm is an efficient tool for solving this problem, although the sequential algorithm performs very efficiently from a numerical point of view.

1 Introduction

The two-dimensional strip packing problem (2SPP) is present in many real-world applications such as in the paper and textile industries, with different constraints and objectives. Typically, the 2SPP consists of a set of $M$ rectangular pieces $\pi_i$, characterized by a width $w_i$ and a height $h_i$, and a larger rectangle with a fixed width $W$ and an unlimited length, designated as the strip. The pieces have to be packed with their edges parallel to the edges of the strip (orthogonal cuts). The search is for a layout of all the pieces in the strip that minimizes the required strip length and, where necessary, takes additional constraints into account.

Additionally, another constraint is included in the problem: $n$-staged guillotine cuts can also be imposed in some cases. This means that the strip has to be cut by stages in which is only possible to perform either horizontal or vertical cuts, but not both. These conditions limit the nesting of horizontal and vertical cuts. In this work, we focus on three-staged guillotine cutting patterns. This patterns are cut in the following way: in the first stage, horizontal cuts (parallel to $W$-edge of the strip) are performed producing an arbitrary number of stripes or levels. In the second stage, those levels are processed by vertical cuts generating an arbitrary number of so-called stacks. The third stage produces the final elements (and waste) from the stacks performing only horizontal cuts in them.

The 2SPP is NP-hard (see the work of Hopper and Turton [8]). A few exact approaches for this problem are known [6,13]. Regarding the existing surveys of meta-heuristics in the literature, Hopper and Turton [7,8] reviews the approaches developed to solve 2D packing problems using GAs, but simulated annealing, tabu search, and artificial neural networks are also considered. They conclude that evolutionary algorithms (EAs) [3,14] are the most widely
investigated meta-heuristics in the area of cutting and packing. Lodi et. al [12] consider several methods for the 2SPP in their survey and discussed also mathematical models; specially the case where the items have to be packed into rows forming levels are discussed in detail. Other representative works about GAs applied to solve guillotineable packing problems are [9], [10], [15], and [4].

In this article we use EAs, in particular GAs, as the general driving force to locate the region in which a solution of minimum length is located. The operators used in them allow for final tuning once the solution region is located in the search space. We stress here the inclusion of parallelism in the algorithms to design (hopefully) improved algorithms which reduce the effort to locate a solution. In particular, we analyze the relative advantages of using a single pool of solutions versus having multiple pools of solutions, in which multiple populations evolve independently to solve the same problem with sparse exchanges of information among them (distributed GAs).

In our approach the GA is combined with a heuristic placement routine: the GA is charged for finding the sequence in which the pieces are to be packed, and a second algorithm determines the layout of the pieces onto the strip, following a placement heuristics which respects the three-stage guillotine cutting restrictions. Moreover, a recombination operator and four different mutation strategies are analyzed. In order to reduce the trim loss in each level, an additional final operation is always applied to each generated child. Our contribution is to define a methodology to enhance the basic methods for solving problems larger than the ones found in the literature at present, and to quantify the effects of including specialized operations into the algorithms. We also address a wide analysis of sequential versus distributed algorithms to improve in our understanding on their relative performance.

The paper is organized as follows. A description of some heuristics for level packing is given in Section 2. The components of our evolutionary approach are explained in Sections 3 and 4. In Section 5 we discuss the parameter settings of both the sequential and the distributed versions used in the experimentation. Section 6 reports on the algorithm performances, and finally, in Section 7, we give some conclusions and analyze future search directions.

## 2 Heuristics for Level Packing

Three classical strategies for the level packing have been derived from famous algorithms for the one-dimensional case [5]. In each case, the pieces are initially sorted by non-decreasing height and packed in the corresponding sequence. Let \( i \) denote the current piece, and \( l \) the last created level [11]:

- **Next-Fit Decreasing Height** (NFDH) strategy: piece \( i \) is packed left justified on level \( l \), if it fits. Otherwise, a new level \( (l = l + 1) \) is created, and \( i \) is placed left justified into it.

- **First-Fit Decreasing Height** (FFDH) strategy: piece \( i \) is packed left justified on the first level where it fits, if any. If no level can accommodate \( i \), a new level is initialized as in NFDH.

- **Best-Fit Decreasing Height** (BFDH) strategy: piece \( i \) is packed left justified on that level, among those where it fits, for which the unused horizontal space is minimum. If no level can accommodate \( i \), a new level is initialized.
The principal difference among these heuristics lies in the way to select a level to place the piece. NFDH only uses the current level and the levels are considered in a greedy way, meanwhile both FFDH or BFDH analyzes all built levels to accommodate the new piece.

In this work, modified FFDH and BFDH versions are incorporated in the mechanism of a special genetic operator in order to improve the piece distribution. Moreover a modified NFDH version (MNF) is used to build the packing pattern corresponding to a possible solution to the three-stage 2SPP, like the one used in [16] and [17]. This heuristics gets a sequence of pieces as its input, and the cutting pattern is constructed placing pieces into stacks, and stacks into levels in a greedy way, i.e., once a new stack or a new level is started, previous ones are never reconsidered. Specifically, the procedure starts with the first piece \( \pi_1 \) of a permutation \( \pi = (\pi_1, \pi_2, \ldots, \pi_M) \), where \( M \) is the number of pieces, and the first level \( l \) of the strip is initialized with length \( l.length = length(\pi_1) \), and the first stack \( s \) inside that level with width \( s.width = width(\pi_1) \). Once a level is initialized, the next piece, \( \pi_i \), starts the second stack of the current level if the following conditions are met: \( length(\pi_i) \) does not exceed the length of the level, and \( width(\pi_i) \) does not exceed the current remaining width of the level, \( l.remWidth \). If the following pieces have width equal to \( width(\pi_i) \) they are stacked one under the other as long as the length of the stack, \( s.length \), does not exceed \( l.length \). If the width of the next piece \( \pi_j \) is different from \( width(\pi_i) \) or \( l.length \) is exceeded by \( s.length \) then a new stack is started with \( \pi_j \) if \( width(\pi_j) \leq l.remWidth \) else a new level is started with \( \pi_j \). This process is repeated until no pieces remain in \( \pi \). This heuristics also allows stacked elements to extend a level’s length if the total waste of the level decreases.

3 The Genetic Approach

By simulating evolution, a GA maintains a population of multiple individuals which evolve throughout multiple generations by allowing the reproduction and further enhancement of the fittest ones.

The fact that GAs work with a population of individuals of considerable length for a complex problem usually means a significant utilization of computational resources. A clear way to decrease these requirements is to resort to parallel families of GAs. Parallel GAs modify the typical behavior of the equivalent sequential algorithm since they actually are using a structured population. Among the most widely known types of structured GAs, distributed (dGA) and cellular (cGA) algorithms are very popular optimization procedures [1]. In short, separating one single population (panmixia) into several subpopulations ( decentralization) is a healthy line of research since not only the resulting techniques are faster in terms of numerical cost (visited points in the problem landscape), but they also can be easily parallelized to perform a larger number of steps per time unit in a cluster of workstations or any other multiprocessor system.

In a dGA, there exist many elementary subalgorithms (island GAs or demes) working on separate populations. All these subalgorithms are intended to perform the same reproductive plan and communicate at a given frequency by exchanging individuals, by following a particular communication pattern. A migration policy controls the kind of distributed GA being used. It must define the island topology, when migration occurs, which individuals are being exchanged, the synchronization among the sub-populations, and the kind of integration of exchanged individuals within the target subpopulations. Therefore, dGAs are interesting not just because they are a faster version of sequential GAs, but also because they provide a different search mechanism, frequently more efficient.
In most cases, applying a GA means devising a representation for encoding a candidate solution. We encode a cutting pattern in a chromosome as a sequence of pieces that defines the input for the layout algorithm (MNF), and we use a natural number to name each piece. Therefore, a chromosome will be a permutation \( \pi = (\pi_1, \pi_2, ..., \pi_M) \) of \( M \) natural numbers.

GAs are guided by the values computed by an objective function for each tentative solution until the optimum or an acceptable solution is found. In our problem, the objective is to minimize the strip length \( \text{strip.length} \) needed to build the layout corresponding to a given solution \( \pi \). But two packing patterns can have the same length —so their fitness values will be equal— although, from the point of view of reusing the trim loss, one of them can be actually better because the trim loss in the last level (which still connects with the remainder of the strip) is greater than the one present in last level in the other layout. Therefore we are using the following, more available, fitness function:

\[
F(\pi) = \text{strip.length} - \frac{1}{l.\text{waste}}
\]  

where \( \text{strip.length} \) is the length of the packing pattern corresponding to the permutation \( \pi \) and \( l.\text{waste} \) is the area of reusable trim loss in the last level of the packing pattern.

## 4 Genetic Operators for solving 2SPP

In this section we will describe three groups of operators, based on their actions and results (recombination, mutation, and adjustment), which were applied in all our algorithms. The idea behind the operators is to change the location of the pieces so that the final cost is reduced. Most operators work in terms of the filling rates of the levels. This rate is calculated as follows for a given level \( l \):

\[
fr(l) = \sum_{i=1}^{n} \frac{\text{width}(\pi_i) \times \text{length}(\pi_i)}{W \times l.\text{length}}
\]

where \( n \) is the number of pieces in \( l \), \( \text{width}(\pi_i) \) and \( \text{length}(\pi_i) \) are the dimensions of such pieces, and \( W \) and \( l.\text{length} \) the level dimensions.

The recombination operator, named as best inherited levels recombination (BIL), transmits the best levels to the child, i.e. those with the biggest filling rate or, equivalently, with the least trim loss. In this way, the inherited levels can be kept or readjusted if one of them takes some pieces from the following level. This depends on how compacts the levels are: if they are very compact the levels should possibly be kept up and do not take pieces out of its neighboring level. The actual recombination works as follows. In the first step the filling rate of all levels from one parent, \( \text{parent}_1 \), is calculated. After that, a selection probability for each level \( l \) proportional to the filling rate is determined. A number \( k \) of levels are selected from \( \text{parent}_1 \) regarding proportional selection according to the filling rate. The pieces \( \pi_i \) belonging to the inherited levels are placed in the first positions of the child. Meanwhile, the remaining positions are filled with the pieces which do not belong to that levels in the order they appear in the other parent \( \text{parent}_2 \). Figure 1 gives an example for the level transfer in the course of a recombination operation and also the filling process of the remaining positions.

The mutation operators we have considered are the following ones:
1. **Piece Exchange (PE):** this operator selects two genes (pieces) randomly in a chromosome and exchanges their positions.

2. **Stripe Exchange (SE):** this operator selects two levels of the cutting pattern, at random, and exchanges (swaps) these levels in the chromosome.

3. **Best and Worst Stripe Exchange (BW SE):** in this mutation, the best and the worst level are always moved. The best level (the one with highest filling rate) are relocated at the beginning of the chromosome while the worst level are moved to the end.

4. **Last Level Rearrange (LLR):** This operator takes the first piece \( \pi_i \) of the last level, and analyze all levels in the layout —following the MNF heuristics— trying to find a place for that piece. If this search is not successful the piece \( \pi_i \) is not moved at all. This process is repeated for all of the pieces belonging to the last level. During this process, the piece positions inside the chromosome are consistently rearranged. Figure 2 introduces an example (middle layout), taken as reference the left layout; in this layout, shadow pieces belonged to the last level of the original layout, which has disappeared after the mutation reducing the total strip length.

Regarding SE and BW SE, the movements can help to the involved levels or its neighbors to take pieces from neighboring levels improving their trim loss.

Finally, we proceed to describe the new operator devised. This operator is applied after recombination and mutation to all the solutions in the population with the aim of improving the filling rate of all levels. Given a solution, the operator consists of the application of a modified version of FFDH (\( MFF_{\text{Adj}} \)) or BFDH (\( MBF_{\text{Adj}} \)) heuristics. The possible new layout obtained in this way has to be transmitted to the chromosome in such a way that we can obtain the same layout by applying MNF to the chromosome.
MFF\(_{\text{Adj}}\) works as follows. It considers the pieces in the order given by the permutation \(\pi\). The piece \(\pi_i\) is packed into the first stack in the first level it fits, as in MNF. If piece \(\pi_i\) does not fit into any existing stack and there is room enough in that level, a new stack is created, as in MNF. Otherwise the following levels are considered and checked in the previous order. If no space were found, a new stack containing \(\pi_i\) is created and packed into a new level in the remaining length of the strip. The above process is repeated until no piece remains in \(\pi\). An example is shown in Figure 2 (right). In this case the corresponding chromosome has to be rearranged.

MBF\(_{\text{Adj}}\) proceeds in a similar way, but with the difference that a piece \(\pi_i\) is packed on the stack (among those that can accommodate it) for which maximizes the filling rate of the corresponding level. If no place is found to accommodate the piece, a new stack is created containing \(\pi_i\) and packed into a new level, as in MNF. These steps are repeated until no piece remains in the permutation \(\pi\) and, finally, the resulting layout yields a suitable reorganization of the chromosome.

## 5 Implementation

As we said at the beginning, sequential and distributed GAs have been run in order to evaluate their effectiveness. Each GA approach has been tested with different combinations of mutation (PE, SE, BW\_SE and LLR) and adjustment (MFF\(_{\text{Adj}}\) and MBF\(_{\text{Adj}}\)) operators and three instances of the strip packing problem with 100, 150 and 200 pieces respectively, with integer dimensions, and a strip with width \(W = 100\). These instances have been randomly generated by an implementation of a data set generator following the ideas proposed in [18].

We will compare the results obtained with a sequential steady state GA (GAseq) and two distributed steady state GA versions: one running in a single processor system (GAdist1), and the other running in a cluster of eight workstations (GAdist8). These algorithms were run with MALLBA [2], a C++ software library fostering rapid prototyping of hybrid and parallel algorithms. All the algorithms were run until a maximum number of evaluations was reached. First, we will contrast GAseq versions with and without the application of the adjustment operator, to show its numerical advantages, and then we will compare the GAdist versions.

The steady state GA uses a binary tournament selection for each parent, and the new generated individual replace the worst individual in the population only if it is better. The population size for GAseq is set to 512 individuals. The initial population is randomly generated. The maximum number of evaluations is 65,536. The recombination operator is BIL with an application probability of 0.8, while the mutation probability was set to 0.1. After these genetic operators, the adjustment operator is applied to all offspring with a probability equal to 1.0. The parallel distributed island model has 512/8 individuals per island. The migration will occur in a unidirectional ring manner every 512 evaluations with asynchronous communications for efficiency, sending one single randomly chosen individual to the neighbor subpopulation. The target population incorporates this individual only if it is better than its presently worst solution. The above parameters have been previously tuned, but we do not include the tuning details in the article due to room restrictions. We have used a cluster composed of 16 machines with the following characteristics: Pentium 4 at 2.4 GHz and 512 MB RAM. The operating system used is SuSE Linux with 2.4.19-4GB kernel version. See Table 1 for a summary of the parameters.
### Table 1. Parameters used for the different GAs

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GAseq</th>
<th>GAdist1</th>
<th>GAdist8</th>
</tr>
</thead>
<tbody>
<tr>
<td>amount of processors</td>
<td>1</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>amount of processes</td>
<td>1</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>population size</td>
<td>512</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>recombination</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mutation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>adjustment operator</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>replacement strategy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>stop criterion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>interconnection topology</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>migration rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>number of individuals to migrate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>methods to select migrants</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>policy to replace with immigrants</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2. Experimental results for GAseq for all instances.

<table>
<thead>
<tr>
<th>Inst</th>
<th>Mut_op</th>
<th>GAseq</th>
<th>GAseq+MFF_Adj</th>
<th>GAseq+MBF_Adj</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>best</td>
<td>avg</td>
<td>evalbest</td>
</tr>
<tr>
<td>100</td>
<td>PE</td>
<td>234</td>
<td>247.07 ± 3.93</td>
<td>26928.90</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>235</td>
<td>246.09 ± 4.54</td>
<td>26842.58</td>
</tr>
<tr>
<td>150</td>
<td>PE</td>
<td>242</td>
<td>254.27 ± 5.94</td>
<td>16485.87</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>239</td>
<td>252.73 ± 5.31</td>
<td>33231.67</td>
</tr>
<tr>
<td>200</td>
<td>PE</td>
<td>248</td>
<td>256.13 ± 4.84</td>
<td>19900.33</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>247</td>
<td>254.49 ± 4.56</td>
<td>44749.90</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inst</th>
<th>Mut_op</th>
<th>GAseq</th>
<th>GAseq+MFF_Adj</th>
<th>GAseq+MBF_Adj</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>best</td>
<td>avg</td>
<td>evalbest</td>
</tr>
<tr>
<td>mean</td>
<td></td>
<td>242</td>
<td>253.90±81819.90</td>
<td>225.92</td>
</tr>
</tbody>
</table>

### 6 Computational Analysis

In this section we will summarize the results of using the three proposed algorithms with its variants (mutation and adjustment operators) on all the problem instances. For each algorithm we have performed 30 independent runs per instance using the parameter values written in the previous section. Our aim is to offer meaningful results from a statistical point of view. Also we computed a Student t-test analysis so that we could be able to distinguish meaningful differences in the average values. The significance p-value is assumed to be 0.05, in order to indicate a 95% confidence level in the results.

Let us first begin with the results of the computational experiments for the sequential variants in order to justify the application of the adjustment operator. Average results over all instances obtained by sequential algorithm variants are listed in Table 2. The most relevant aspects that were measured in this comparison are the following ones: the best fitness value obtained (column best), the average objective values of the best found feasible solutions along their standard deviations (column avg), and the average number of evaluations needed to reach the best value (numerical effort) (column evalbest). The last row in Table 2 shows average results over all the instances obtained by each algorithm just as a summary of the trends. The minimum best values are printed in bold.

We must notice that the GAseq variants applying some of the adjustment operators (MFF_Adj or MBF_Adj) outperformed significantly the plain GAseq in both aspects: solution quality and number of evaluations (p-values well below 0.05). To confirm this results,
we used the test of multiple comparisons of Bonferroni. The test verified the differences among the results of each group (plain GAseq versus GAseq applying some of the adjustment operators), but remarking that there not differences inside each group. The reason of the outperforming is based on the improvement in the pieces layout obtained after the application of these operators, where its goal is to rearrange the pieces in order to reduce the trim loss inside each level. However, it can be observed that the average best solution quality does in general not differ very much between algorithms applying the two adjustment operators (the mean best in last row are quite similar) and differences are not significant, since the \( t \)-test offers a \( p \)-value clearly larger than 0.05. Besides, regarding the average objective values of the best found feasible solutions, GAseq with MFF_adj was more stable than the algorithm with MBF_adj, producing best average values and also small deviations. As to the influence of mutation in the final solution quality, it turns out that no mutation operator is consistently best for all tested instances. On average, however, a little advantage is observed in favor to BW_SE and LLR operators (also corroborated by the Bonferroni test). Moreover, these operators are more robust since they employed half the number of evaluations that PE and SE to reach their best values. The reason is that BW_SE and LLR mutations should produce more variations in the layout of the pieces helping levels to take pieces from neighboring levels finally improving their trim loss.

In order to illustrate how the best, mean, and worst fitness values evolve, Figure 3 presents an example for instance 150 taking the GAseq using MFF_adj operator. Similar charts are obtained with other instances and also under MBF_adj operator. The gray area in Figure 3 represents the different solutions in the population at a given moment. It can be observed that all the algorithms showed a pronounced improvement in fitness values during the first 2000 evaluations; after that, the progress continued but at a low pace until near evaluation 10000, where the algorithms start stagnation.

Let us now discuss the process of solving the 2SPP by the GAdist algorithms. In this case the algorithms are tested always using adjustment operators due to the improvement
in the results observed in the precedent sequential study. So the analysis is divided into two parts regarding the two adjustment operators.

Table 3 shows the results obtained for the GAdist variants using MFF_adj operator for each instance and each mutation operator. In addition to best, avg and evalbest results, here we also report the average time spent to find the best value (column $t_{best}$), and the run time expressed in seconds (column $t_{total}$).

In this case both GAdist1 and GAdist8 were able to find solutions of the same quality each other. This finding confirms that the two algorithms are performing basically the same search, with only time being a significant difference between them ($p$-value well below 0.05) since they run in 1 and 8 processors, respectively. Regarding the effects of mutation, here again no mutation operator is consistently the best for all tested instances, and the two GAdist versions seem again to provide the same average best solutions and evaluations.

Table 4 and Figure 5 present the results obtained for the GAdist variants applying the MBF_adj operator. Here again we can notice that the results are much the same: the two GAdist versions seem again to provide the same average best solutions and evaluations.

---

**Table 3. Experimental results for GAdist1/GAdist8 with MFF_adj.**

<table>
<thead>
<tr>
<th>Inst</th>
<th>Mut_op</th>
<th>GAdist1</th>
<th>GAdist8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>best</td>
<td>avg</td>
<td>std</td>
</tr>
<tr>
<td>100</td>
<td>PE</td>
<td>221.70</td>
<td>±3.65</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>221.66</td>
<td>±3.06</td>
</tr>
<tr>
<td>150</td>
<td>BW_SE</td>
<td>234.00</td>
<td>±3.30</td>
</tr>
<tr>
<td></td>
<td>LLR</td>
<td>234.43</td>
<td>±3.88</td>
</tr>
<tr>
<td>200</td>
<td>PE</td>
<td>236.13</td>
<td>±4.26</td>
</tr>
<tr>
<td></td>
<td>SE</td>
<td>235.20</td>
<td>±3.21</td>
</tr>
</tbody>
</table>

**Fig. 4.** Comparison of each algorithm variant using MFF_adj. Best solution obtained by each algorithm (left) and mean number of evaluations to reach the best value (right).
Table 4. Experimental Results for GAdist1/GAdist8 with MBF_Adj.

<table>
<thead>
<tr>
<th>Inst</th>
<th>Mut_op</th>
<th>Alg.</th>
<th>best</th>
<th>avg±σ</th>
<th>exec±σbest</th>
<th>t_best</th>
<th>t_total</th>
<th>best</th>
<th>avg±σ</th>
<th>exec±σbest</th>
<th>t_best</th>
<th>t_total</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>PE</td>
<td>GAdist1</td>
<td>230</td>
<td>233.58 ± 2.44</td>
<td>2127.83</td>
<td>1063.24</td>
<td>3299.31</td>
<td>230</td>
<td>234.50 ± 2.54</td>
<td>17601.90</td>
<td>130.06</td>
<td>407.76</td>
</tr>
<tr>
<td>SE</td>
<td>GAdist8</td>
<td>232</td>
<td>239.40 ± 3.24</td>
<td>1756.70</td>
<td>3125.03</td>
<td>236.22</td>
<td>20453.30</td>
<td>231</td>
<td>234.42 ± 3.34</td>
<td>1702.57</td>
<td>229.92</td>
<td>1768.04</td>
</tr>
<tr>
<td>BW_SE</td>
<td>GAdist1</td>
<td>230</td>
<td>236.50 ± 4.14</td>
<td>360.40</td>
<td>11.53</td>
<td>340.33</td>
<td>232</td>
<td>237.50 ± 3.15</td>
<td>307.90</td>
<td>1.27</td>
<td>468.48</td>
<td></td>
</tr>
<tr>
<td>LLR</td>
<td>GAdist8</td>
<td>231</td>
<td>234.40 ± 3.86</td>
<td>520.85</td>
<td>74.25</td>
<td>374.63</td>
<td>233</td>
<td>234.00 ± 3.75</td>
<td>576.20</td>
<td>10.64</td>
<td>691.62</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>PE</td>
<td>GAdist1</td>
<td>230</td>
<td>230.90 ± 3.24</td>
<td>1756.70</td>
<td>3125.03</td>
<td>232</td>
<td>235.22 ± 4.55</td>
<td>730.56</td>
<td>4.08</td>
<td>443.21</td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>GAdist8</td>
<td>231</td>
<td>231.50 ± 4.54</td>
<td>1793.40</td>
<td>539.63</td>
<td>1204.60</td>
<td>232</td>
<td>237.90 ± 4.92</td>
<td>10416.10</td>
<td>218.42</td>
<td>1578.09</td>
<td></td>
</tr>
<tr>
<td>BW_SE</td>
<td>GAdist1</td>
<td>230</td>
<td>231.40 ± 3.86</td>
<td>520.85</td>
<td>74.25</td>
<td>374.63</td>
<td>232</td>
<td>231.00 ± 3.75</td>
<td>576.20</td>
<td>10.64</td>
<td>691.62</td>
<td></td>
</tr>
<tr>
<td>LLR</td>
<td>GAdist8</td>
<td>231</td>
<td>231.78 ± 4.92</td>
<td>570.79</td>
<td>75.85</td>
<td>12925.06</td>
<td>233</td>
<td>240.80 ± 3.88</td>
<td>653.70</td>
<td>13.15</td>
<td>1791.28</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>PE</td>
<td>GAdist1</td>
<td>231</td>
<td>233.70 ± 3.44</td>
<td>17113.30</td>
<td>10416.10</td>
<td>232</td>
<td>238.40 ± 4.38</td>
<td>18057.50</td>
<td>781.09</td>
<td>2869.99</td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>GAdist8</td>
<td>232</td>
<td>234.50 ± 3.64</td>
<td>21962.20</td>
<td>8512.13</td>
<td>23525.90</td>
<td>230</td>
<td>232.70 ± 3.92</td>
<td>20453.30</td>
<td>94.80</td>
<td>17565.70</td>
<td></td>
</tr>
<tr>
<td>BW_SE</td>
<td>GAdist1</td>
<td>231</td>
<td>235.20 ± 3.75</td>
<td>450.10</td>
<td>125.75</td>
<td>27878.52</td>
<td>231</td>
<td>236.66 ± 3.37</td>
<td>1025.17</td>
<td>38.19</td>
<td>2905.27</td>
<td></td>
</tr>
<tr>
<td>LLR</td>
<td>GAdist8</td>
<td>232</td>
<td>239.28 ± 5.39</td>
<td>530.43</td>
<td>94.80</td>
<td>17076.75</td>
<td>233</td>
<td>234.80 ± 2.70</td>
<td>476.20</td>
<td>15.72</td>
<td>3585.57</td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td></td>
<td></td>
<td>230.79</td>
<td>237.14</td>
<td>10171.75</td>
<td>2002.04</td>
<td>9550.61</td>
<td>231.92</td>
<td>1768.04</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5. Comparison of each algorithm variant using MBF_Adj. Best solution obtained by each algorithm (left) and mean number of evaluations to reach the best value (right).

Table 5. Summarize Results for GAseq, GAdist1 and GAdist8.

<table>
<thead>
<tr>
<th>Alg.</th>
<th>MBF_Adj</th>
<th>Adj operator</th>
<th>best</th>
<th>avg±σ</th>
<th>exec±σbest</th>
<th>t_best</th>
<th>t_total</th>
<th>best</th>
<th>avg±σ</th>
<th>exec±σbest</th>
<th>t_best</th>
<th>t_total</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAseq</td>
<td>235.97</td>
<td>± 3.18</td>
<td>234.99</td>
<td>8608.51</td>
<td>15414.81</td>
<td>235.92</td>
<td>233.8</td>
<td>8434</td>
<td>1616.55</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAdist1</td>
<td>235.97</td>
<td>± 3.18</td>
<td>234.99</td>
<td>8608.51</td>
<td>15414.81</td>
<td>235.92</td>
<td>233.8</td>
<td>8434</td>
<td>1616.55</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAdist8</td>
<td>235.97</td>
<td>± 3.18</td>
<td>234.99</td>
<td>8608.51</td>
<td>15414.81</td>
<td>235.92</td>
<td>233.8</td>
<td>8434</td>
<td>1616.55</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From our results, it is clear that the two GAdist algorithms are similar in solution qualities and number of evaluations while GAseq is clearly computing very good average values for these two metrics (see Table 5 with mean values of the trend). Therefore, the conclusions are that, numerically speaking, GAseq is a very competitive algorithm for any of the adjustments operators. The reason for such result is that the distributed search is not really targeted to combine building blocks, and since the evaluations and migrations proceed so fast, our distributed GAs do not have a chance to evolve independently, and instead converge too quickly to global optima. It can also be concluded that there is a little advantage for those algorithms applying MFF_Adj operator if we look at their mean best solution found and also concerning the execution time.

(p-value well below 0.05). Besides, the execution time relationship is similar to the previous operator (p-value larger than 0.05).
7 Conclusions

In this paper we intend to design better algorithms to solve the 2SPP. We apply sequential and distributed genetic algorithms and also different operators for the search for good packing patterns.

Our results show that the incorporation of the new adjustment operator into the evolutionary process works properly providing a faster sampling of the search space. But regarding the final solution quality, the algorithms do not present significant differences. Additionally, GAseq is better than the GAdist variants in accuracy for the most tested instances; this is because there are many constraints in a very large search space and there is no time for a separate search since the local search operators provoke a too fast convergence in any of the tested algorithms. We postulated that the used problem interpretation is decoupling the search of the algorithms from the actual problem. In the future we will investigate non-permutation representations and a direct mapping to the final disposition of the pieces.
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Abstract. Team playing is a common cooperative behavior among human beings where the team members working together through cooperation can solve hard problems which are beyond the capability of any member in the team. Some cooperation strategies used in team playing have recently inspired a general optimization method, called cooperative optimization, for attacking difficult optimization problems. It has shown promising results at solving real-world optimization problems. A cooperative optimization algorithm also has a number of computational advantages because it knows whether a solution it found is a global optimum and which direction is more promising than others at finding global optimal solutions. This paper elaborates more on the inspiration behind this optimization method and its power and limitations.

1 Introduction

Cooperation is an ubiquitous phenomenon in nature. We often times see in nature a swarm of insects, a school of fish, a group of wolves or lions work together like a team to achieve certain goals, such as running away from their predators or catching their preys. We can view those as cooperative systems where agents in a system work together through some cooperation mechanisms to achieve certain goals. Usually, cooperation can benefit the agents in a cooperative system more than they can receive if they work independently.

Within living organisms we can also see cooperation at many different levels, from proteins, to cells, tissues, and organs. Beyond the scope of living organisms, we often see cooperation at all different levels and scopes within species and cross species.

Human society is probably the largest cooperative system in nature. We work together to achieve many astonishing goals that are beyond the imagination of many of us. Examples are sending people into space, exploring nuclear energy, inventing electronic computing devices that can carry billions of operations per a second, and many more.

Different cooperative systems in nature may have different mechanisms for cooperation. For the same system, there may exist more than one mechanism for cooperation, different mechanisms operated at different levels, and different mechanisms employed at different times or different situations. Furthermore, the mechanisms may also evolve together with the evolutions of cooperative systems.

1.1 Mathematical Formalization of Cooperative Systems

We can discover, abstract, and theorize different cooperative systems and generalize them to solve computational problems for us. The challenge is to build mathematical models to capture the essential aspects of cooperation systems. It implies that the models should enable us to study the
computational properties of cooperative systems instead of other irrelevant properties. The models should also enable us to translate them into working optimization methods.

Different cooperative systems can have different structures for organizing agents in a system and deploy different cooperation mechanisms for defining the interactions among the agents in a system. They could inspire different optimization methods suitable for different purposes. Due to the richness of cooperation systems existed in nature, we can surely model many optimization methods based on them.

There is a special kind of cooperative systems useful at inspiring optimization methods. A system of this kind has the characteristic that its goal can be measured numerically and it depends on multiple variables controlled by the agents in the system. The agents in the system are autonomous and locally interact with their neighbors. Also, no special agent in the system dictates others and no centralized control to manipulate the agents too. Hence, those cooperative systems are decentralized and self-organized.

Often times, a decentralized, self-organized cooperative system can have many interesting emerging behaviors through simple, local interactions of the agents in the system. Different ways of decision makings by the agents in the system and different patterns of local interactions among those agents define different cooperation mechanisms for the system.

The cooperative optimization method proposed before [1, 2] is inspired by one cooperation mechanism in decentralized, self-organized systems. It is a general method for attacking hard optimization problems with impressive performance at solving many real-world applications [3–5] of large scales.

1.2 Existing Metaheuristic Methods

There is a special kind of artificial intelligence technique, called Swarm Intelligence, which is also based on the study of collective behaviors in decentralized, self-organized systems. Therefore, the cooperative optimization method is a form of swarm intelligence. Some of the existing, best-known swarm intelligence techniques are Ant Colony Optimization [6] and Particle Swarm Optimization [7].

Those existing swarm intelligence techniques can also be understood as optimization methods inspired by different cooperation mechanisms found in nature. Those cooperation mechanisms are different from the cooperation mechanism that the cooperative optimization is based on. When we study cooperative systems in nature, we might come out with different understandings about the underlying cooperation mechanisms. This is caused by different points of view we take, the huge variety of cooperative systems existing in nature, and many different levels and scopes of cooperation. Therefore, it can be fruitful for us to discover new optimization methods by studying cooperation mechanisms in nature.

Ant Colony Optimization and Particle Swarm Optimization are classified as metaheuristic methods for optimization. Other metaheuristic methods are simulated annealing [8–11], tabu search [12], guided local search [13], randomized adaptive search procedures [14], iterated local search, evolutionary computation [15–17], scatter search, and stochastic diffusion search. They have been applied to attack a large variety of optimization problems.

Although there are many reported successes of applied metaheuristic methods at solving different optimization problems, there are also criticisms about those methods. Those criticisms pointed out that one couldn’t say that any metaheuristic method is better than any other. For instance, one couldn’t prove that any metaheuristic method is better than brute-force search or pure random search. To minimize an objective function, for another instance, one cannot prove that a metaheuristic using a hill-descending heuristic is better than the same metaheuristic using a hill-climbing heuristic. The “no free lunch” (NFL) theorems [18] have demonstrated that the average performance for any pair of black box optimization algorithms across all possible problems is identical. The NFL theorems imply that if some algorithm’s performance is superior to that of another
algorithm over some set of optimization problems, then the reverse must true over the set of all other optimization problems.

In author’s personal view, the problem with metaheuristic optimization methods presented above is caused by the lack of general global optimality conditions for those methods to identify global optimal solutions within a polynomial time. It is also true for other general nonlinear optimization methods (see Chapter 5 in [19] for a comprehensive survey) such as Armijo’s line-search algorithm, gradient methods, conjugate gradient methods, Newton’s method, Quasi-Newton methods, and derivative-free methods. Without any global optimality condition, an optimization algorithm is just a black-box optimization algorithm. Its performance at finding global optimal solutions is governed by the NFL theorems. It does not know where to find global optimal solutions and whether a solution it found is a global optimum. Because of that, they do not know how to organize their optimization processes effectively and when to terminate the processes efficiently.

Marco Dorigo and Thomas Stutzle also pointed out in their book [6] that there is no general termination criterion for all existing metaheuristics. In practice only a number of rules of thumb are used for that purpose (see pp.47 in the book). Therefore, any global optimality condition is of both practical interests and theoretical importance. To the best of the author’s knowledge, no general global optimality condition of polynomial-time complexity has ever been recognized so far for both combinatorial optimization and nonlinear programming. The study of the cooperative optimization metaheuristic attempts to provide an answer at certain degree to this important problem in the area of optimization.

2 Cooperative Optimization Metaheuristic

2.1 Cooperative Team Playing

Human beings, just like ants, are also part of nature. The former, just the later, also has highly structured social organizations. Human organizations can accomplish much more complex tasks than ant organizations. Therefore, human organizations can also provide computational models for solving difficult optimization problems. They should be as inspiring, at least not less, as ant organizations at discovering new optimization methods.

There is one important behavior in human organizations, the ability to achieve certain goals through cooperation. It happens at a variety of levels and very different scales. Cooperation is also a common social behavior of other species. However, it might not be easy to know exactly what other animals are thinking when they cooperate and how they cooperate. We might have better knowledge about ourselves when we cooperate with each other.

Usually, cooperation alone can hardly lead to a good solution either for an organization or for the individuals in the organization. Without competition, individuals in a organization may lose motivation to pursue better solutions even though they are willing to cooperate. On the other hand, without cooperation, individuals in an organization might directly conflict with each other and poor solutions might be reached both for the organization and themselves. Often times, through properly balanced competition and cooperation individuals in an organization can find the best solutions for the organization and possibly good solutions for themselves at the same time.

Team playing is a common cooperative behavior among human beings where the team members in a team work together through competition and cooperation to achieve the best for the team, but not necessarily the best for each member. Team playing can solve hard problems of complexity beyond the capability of any member in a team.

Preference passing and solution compromising are identified as two key strategies used in team playing. Preference passing is important in team playing in order that each team member knows the preferences of other team members on different solutions. Solution compromising enables the team members to resolve possible conflicts among them at picking the best solutions from their own perspectives.
Preference communicating and solution compromising are so common and pervasive as cooperation strategies that we might often take for granted. They play an important role for us to accomplish many challenging tasks. It is also possible to translate them into a working optimization method.

### 2.2 Cooperative Optimization and Mathematical Formalization

In the following discussions, for the generality of terms, we use “agent” to replace “team member” and “cooperative system” to replace “team” and “team playing”. An agent can be a person, a neuron, a computer, a firm, an airplane, and many more. A cooperative system can consist of agents of the same kind or mixed.

To solve a hard optimization problem, we follow the divide-and-conquer principle. We first break up the problem into a number of sub-problems of manageable sizes and complexities. Following that, we assign each sub-problem to an agent in a cooperative system and ask those agents to solve the sub-problems in a cooperative way.

Each agent in the cooperative system finds the solution to the sub-problem assigned to it by applying a problem-specific optimization method or heuristic. Most of the time, the solution of each agent is not aligned with the rest of agents in the system. Solution compromising are required among the agents to resolve possible conflicts among them.

Some mathematical formalization is required from now on to make statements accurate. Given an objective function of \( n \) variables, \( E(x_1, \ldots, x_n) \), or simply denoted as \( E(x) \), our goal is to find a solution \( x^* \) to minimize \( E(x) \),

\[
x^* = \arg \min_x E(x) .
\]

Assume that the domain for \( x_i \) is \( D_i \), for \( i = 1, 2, \ldots, n \). Assume further that we can break \( E(x) \) into a linear aggregation of \( n \) sub-objective functions,

\[
E(x) = E_1(x) + E_2(x) + \cdots + E_n(x) .
\]

Let us assign each sub-objective function to an agent as its objective function in a cooperative system. There are thus \( n \) agents in the system thereafter. We let each agent to control one variable value, say the agent \( i \) responsible for picking a value for variable \( x_i \). The goal of the system is to find a value for each variable such that \( E(x) \) is minimized.

Usually, there are more than one variable contained in the objective function \( E_i(x) \) of the agent \( i \) (1 \( \leq i \leq n \)). To minimize its own objective function \( E_i(x) \), the agent \( i \) can find the best value for each of those variables. However, it controls the value of only one variable, i.e., the value of the variable \( x_i \). The values of the rest variables are controlled by other agents. The agents most often have conflicts at assigning values to variables. Two agents may not agree upon the best value for the same variable in terms of minimizing their own objective functions. We want the agents in the system to work together through competition, preference passing, and solution compromising such that the conflicts can be resolved and the global optimal solution \( x^* \) can be found.

**Competition** At the very beginning (\( t=0 \)), each agent find the best value for its controlled variable by minimizing its own objective function,

\[
\hat{x}_i(t = 0) = \arg \min_{x_i} \min_{x \setminus x_i} E_i(x) , \quad (1)
\]

where \( X \) is the set of all variables, \( X = \{x_1, x_2, \ldots, x_n\} \), and \( X \setminus x_i \) denotes the set \( X \) minuses \( \{x_i\} \).

Note that if the variable \( x_j \) is contained in the sub-objective function \( E_i(x) \), it has an optimal value to minimize \( E_i(x) \). This value may not be the same as the one to minimize \( E_j(x) \), the objective function of the agent \( j \). It may also not be the same as the one to minimize another objective function \( E_i'(x) (i \neq i) \) containing \( x_j \). This is called the conflicts in variable assignments.
Given a variable \( x_i \), if its optimal values are the same for all sub-objective functions containing \( x_i \), it is called a consensus is reached for assigning \( x_i \). If a consensus assignment is reached for every variable, all those assignments form a solution, called a consensus solution, to the original minimization problem.

Because of the interdependence of the sub-objective functions \( E_i(x) \), minimizing those sub-objective functions independently like (1) can hardly yield a consensus solution. For example, the assignment for \( x_i \) that minimizes \( E_i \) can hardly be the same as the assignment for the same variable that minimizes \( E_j \) if \( E_j \) contains \( x_i \). Otherwise, the minimization problem is trivial to solve. Hence, agents in the system need to compromise their solutions so that a consensus in variable assignments can be reached.

**Solution Preference Computing** To cooperate with each other, every agents in the system needs to compute its own preferences on solutions and pass them to its neighbors. One way to achieve that is to let each agent \( i \) to compute the preferences of assigning different values for its controlled variable \( x_i \) at minimizing its own objective function \( E_i(x) \). The preference measures can be represented by a real valued function defined on \( x_i \), called the preference function. Given a variable value, \( x_i \in D_i \), this function defines a numerical measure of the preference of assigning that value to the variable \( x_i \) at minimizing \( E_i(x) \).

Let us define a new function as

\[
\Psi(x_i, t = 0) = \min_{X \setminus x_i} E_i(x) .
\]

It defines a function on \( x_i \), denoted as \( \Psi_i(x_i, t = 0) \). Given a variable value \( x_i = v \ (v \in D_i) \), the function value \( \Psi_i(x_i = v, t = 0) \) shows the optimal result at minimizing \( E_i(x) \) with \( x_i \) fixed at that particular value, \( x_i = v \). The function has different function values for different \( x_i \) values, representing the differences of picking those variable values at minimizing \( E_i(x) \).

Let us define a new function as

\[
\psi_i(x_i, t = 0) = e^{-\Psi_i(x_i, t = 0)} .
\]

If a variable value \( x_i = v \) has a high function value \( \psi_i(x_i = v, t = 0) \), it implies that assigning that value \( v \) to the variable \( x_i \) leads to a lower value of the objective function \( E_i(x) \). The agent \( i \) prefers a variable value \( v_1 \) over another one \( v_2 \) if the function \( \psi_i(x_i, t = 0) \) returns a higher function value for the former than that of the later, i.e.,

\[
\psi_i(x_i = v_1, t = 0) > \psi_i(x_i = v_2, t = 0) .
\]

Hence, this function can be served as a preference measure for the agent \( i \) at assigning a value to \( x_i \), called the preference function. It also represents the soft decisions of the agent \( i \) at assigning the variable \( x_i \). The function \( \Psi_i(x_i, t = 0) \) (capital letter) is called the assignment constraint.

**Preference Passing** Here we do not assume that any pair of agents can communicate directly with each other. Every agent has certain neighbors and it can only pass its preference measures to its neighbors, denoted as \( \mathcal{N}(i) \).

The agent \( i \ (1 \leq i \leq n) \) passes the assignment constraint \( \Psi_i \) instead of the preference function \( \psi_i \) to its neighbors. The technique reason will be given in the following solution compromising stage.

**Solution Compromising** One possible way to achieve solution compromising for the agent \( i \), for \( i = 1, 2, \ldots, n \), is to add the assignment constraints \( \Psi_j(x_j, t = 0) \) received from its neighbors, to its own objective function \( E_i(x) \) as its new objective function for the next iteration time \( t = 1 \), i.e.,

\[
\tilde{E}_i(x, t = 1) = (1 - \lambda)E_i(x) + \lambda \sum_{j \in \mathcal{N}(i)} \Psi_j(x_j, t = 0) ,
\]

where \( \lambda \) is the coefficient for the linear combination, satisfying \( 0 < \lambda < 1 \).
After all agents in the system modified their objective functions, they go back to the solution preference computing stage again to update their assignment constraints $\Psi_i$, for $i = 1, 2, \ldots, n$, based on the modified objective functions,

$$
\Psi_i(x_i, t = 1) = \min_{X \setminus x_i} \tilde{E}_i(x_i, t = 1)
= \min_{X \setminus x_i} (1 - \lambda) E_i(x) + \lambda \sum_{j \in N(i)} \Psi_j(x_j, t = 0)
$$

(3)

Such a process is repeated until all conflicts at variable assignments are resolved and a consensus solution is found, or the iteration time exceeds some cap.

The reason of passing the assignment constraints $\Psi_i$, for $i = 1, 2, \ldots, n$, instead of the preference functions $\psi_i$ in the preference passing stage is to simplify mathematical manipulation. Otherwise, we need to take the exponent of the assignment constraint $\Psi_i$ to get the preference function $\psi_i$ in the preference passing stage, and take logarithm of the preference functions $\psi_i$ to get back the assignment constraint $\Psi_i$ in the solution compromising stage.

Minimizing the modified objective functions $\tilde{E}_i$ (see (3)) can possibly resolve the conflicts at variable assignments. Note that the modified objective function $\tilde{E}_i(x_i, t = 1)$ defined in (2) will be dominated by $\Psi_j(x_j, t = 0)$ if we choose a value for the parameter $\lambda$ close to 1. In this case, for any $x_j, j \in N(i)$, the optimal value for $x_j$ to minimize $\tilde{E}_i(x_i, t = 1)$, denoted as $\tilde{x}_j(\tilde{E}_i)$, tends to be the one of the minimal function value $\Psi_j(x_j, t = 0)$, i.e.,

$$
\tilde{x}_j(\tilde{E}_i) = \arg \min_{x_j} \Psi_j(x_j, t = 0).
$$

It is equivalent to say that, given any $x_j, 1 \leq j \leq n$, when we choose a value for $\lambda$ close to 1, the optimal values of $x_j$ to minimize all sub-objective functions that contain $x_j$ tends to be of the same value $\arg \min_{x_j} \Psi_j(x_j, t = 0)$. Therefore, conflicts in variable assignments tend to be resolved and a consensus solution is likely to be found in this case.

Obviously, the agent $i$ may not be enable to achieve the best result at minimizing its original objective function $E_i(x)$ if it minimizes the modified objective function $\tilde{E}_i(x)$ instead. Therefore, it compromises its solution for resolving possible conflicts in variable assignments.

Parameter $\lambda$ in (3) controls the level of cooperation and is called the cooperation strength. A small value for $\lambda$ leads to weak cooperation among the agents in a cooperative system and a high value leads to strong cooperation among the agents. Obviously, strong cooperation is more referable than weak cooperation. As explained before, a cooperative system with strong cooperation tends to find a consensus solution.

Mathematical study shows that the update rule (2) for the modified objective functions $\tilde{E}_i(x)$ has a convergence problem. During each iteration, a copy of the assignment constraint $\Psi_i(x_i, t)$ of the agent $i$ is sent to all its neighbors and added to their modified objective functions. The number of copies will be multiplied with an exponential rate with the increase of the iteration steps. To fix the problem, we break $\Psi_i(x_i, t)$ into several pieces and send out one piece to one agent. That is,

$$
\Psi_i(x_i, t) \rightarrow w_{1,i} \Psi_i(x_i, t), \ w_{2,i} \Psi_i(x_i, t), \ldots, \ w_{n,i} \Psi_i(x_i, t),
$$

where $w_{j,i}$, for $j = 1, 2, \ldots, n$, are non-negative weights satisfying $\sum_{j=1}^{n} w_{j,i} = 1$.

With that fix, the update rule for $\tilde{E}_i$ shown in Eq. (2) becomes

$$
\tilde{E}_i(x_i, t = 1) = (1 - \lambda) E_i(x) + \lambda \sum_{j \in N(i)} w_{j,i} \Psi_j(x_j, t = 0),
$$

(4)
2.3 Cooperative Optimization in a General Form

In the previous subsection, we described the detail of a possible way of translating a cooperative behavior into a working optimization method. Putting everything together, we have the cooperative optimization in the following general form.

Let \( E(x_1, x_2, \ldots, x_n) \) be a multivariate objective function, or simply denoted as \( E(x) \), where each variable \( x_i \) has a finite domain \( D_i \). We break the function into \( n \) sub-objective functions \( E_i(x) \) (\( i = 1, 2, \ldots, n \)), one for each variable, such that \( E_i \) contains at least variable \( x_i \), the minimization of each objective function \( E_i(x) \) is computationally manageable in complexity, and

\[
E(x) = \sum_{i=1}^{n} E_i(x). \tag{5}
\]

A cooperative optimization algorithm is defined by the following set of difference equations,

\[
\psi_i^{(k)}(x_i) = \min_{x_j \in X \setminus x_i} (1 - \lambda_k) E_i(x) + \lambda_k \sum_{j} w_{ij} \psi_j^{(k-1)}(x_j), \quad \text{for} \ i = 1, 2, \ldots, n, \tag{6}
\]

where \( \lambda_k \) is the cooperation strength at the iteration step \( k \) and the superscript \( (k) \) is used for a more succinct form of stating the iteration step.

The pseudo code of a cooperative optimization algorithm is given as follows.

**Procedure**  Cooperative Optimization Algorithm

1. Initialize the assignment constraints \( \psi_i^{(0)}(x_i) \);
2. for \( k := 1 \) to \( \max_{\text{iteration}} \) do
3.   for each \( i \) do
4.     for each \( x_i \in D_i \) do
5.       \( \psi_i^{(k)}(x_i) := \min_{x_j \in X \setminus x_i} (1 - \lambda_k) E_i(x) + \lambda_k \sum_{j} w_{ij} \psi_j^{(k-1)}(x_j) \);
6.     \( x := (\arg\min_{x_i} \psi_i^{(k)}(x_i)) \); /* update candidate solution */
7.   if \( x \) is a consensus solution return \( x \) /* as an optimal solution */
8. return \( x \) /* as an approximate solution */

A cooperative optimization algorithm has excellent convergence properties. It has a unique equilibrium and converges to it with an exponential rate regardless of initial conditions and perturbations (see [2] for the detail and proofs). To be precise, the system of the difference equations (6) of cooperative optimization has one and only one fixed point. However, it is important to note that the equilibrium of a cooperative optimization algorithm is not necessarily a global optimum.

2.4 Further Improvement on the Basic Cooperative Optimization

The cooperative optimization method demonstrated superior performances at solving many practical optimization problems. In some cases, it is significantly better than many classic optimization methods. However, without further mathematical study, this cooperative optimization method will be just another black-box optimization method based on a set of empirical rules. Those rules may be very appealing and intuitively convincing at solving optimization problems. It is still a black-box optimization method with its performance varied from case to case and its overall performance is governed by the NFL theorems. We can not simply claim that this method is better than any other black box optimization method.

To open the black box of the cooperative optimization method, we need to know where to find a global optimum and whether a solution found by a cooperative optimization algorithm is a global optimum.
2.5  Cooperative Optimization and Global Optimality Conditions

The theoretical study has revealed an important property of the cooperative optimization method. In general, a consensus solution found by a cooperative optimization algorithm is the global optimal solution. Checking whether a consensus is reached for any variable is to check if the variable is of the same assigned value in all the modified sub-objective functions \( \tilde{E}_i \) containing the variable. Such a test requires to check at most \( n - 1 \) equalities. The checking for all variables takes at most \( n(n - 1) \) steps.

The cooperative optimization method offers a number of global optimality conditions of polynomial-time complexity for identifying global optimal solutions. The paper [2] offers a number of them together with mathematical proofs.

The consensus checking of variable assignments also offers a direction for finding a global optimal solution. Since a consensus solution is a global optimal solution in general, the direction for finding a global optimal solution is to let agents in a cooperative system to possibly reach a consensus solution. A number of ways have been identified for that purpose.

The first way is to increase the cooperation strength \( \lambda_k \). A higher value of \( \lambda_k \) leads to stronger cooperation among the agents in the system. As a consequence, each agent will weigh the solutions of other agents more than its own. Hence, a higher chance for those agents to resolve conflicts in variable assignments so that a consensus solution can be reached.

The second way is based on the variable clustering defined on a variable partition (detail in [1]). This technique can make the cooperative optimization method be complete, i.e., be always capable of finding the global optimum. The basic idea of the technique is to cluster any two variables, say \( x_i \) and \( x_j \), if the agent \( i \) and the agent \( j \) have conflicts in assigning \( x_i \), \( x_j \), or both. The clustering is achieved by defining a new variable, denoted as \( (x_i, x_j) \), to replace \( x_i \) and \( x_j \). The domain of the new variable is the Cartesian product of the domain of \( x_i \) and the domain of \( x_j \), \( D_i \times D_j \). Accordingly, we replace the assignment constraints associated with \( x_i \) and \( x_j \), \( \Psi_i(x_i) \) and \( \Psi_j(x_j) \) by a new assignment constraint \( \Psi_{i,j}(x_i, x_j) \) defined on the new variable. With that change, any conflicts in variable assignments between the agents \( i \) and \( j \) can be resolved. In analogy to team playing, if two persons in a team have conflicts in their decisions, we can let both of them to work closely with each other to straighten out their differences before they start to work with the rest of the team.

However, more variable clustering leads to a higher computational cost. At the extreme of variable clustering, a cooperative optimization algorithm becomes a brute-force search algorithm when all variables are clustered together. In this case, the algorithm guarantees to find a global optimum but will take a time exponential to the problem size.

With global optimality conditions, a cooperative optimization algorithm knows whether a solution it found at any given time is a global optimal solution. If it is not, it knows at which direction to find a global optimal solution. However, those statements do not imply that \( NP=P \) because the cooperative optimization method can only verify within a polynomial time whether a solution it found is a global optimum or not. It cannot decide the global optimality for any given solution other than those it found. Second, although a cooperative optimization algorithm knows the direction to find global optimal solutions, it might take an exponential time to accomplish that over some set of optimization problems.

Despite of those limitations, a cooperative optimization algorithm can use the global optimality conditions to terminate its search process efficiently when it finds out that the solution it found at certain time is a global optimal solution. Furthermore, the directions suggested by those conditions can sometimes make its search process more effective than black box optimization algorithms. Often time, in practice, moving towards the directions take only a polynomial time before a global optimal solution is found.

Decoding low density parity check codes (LDPC) [20–24], for instance, is a NP-hard problem. The cooperative optimization has a successful application at solving this problem by applying the techniques mentioned above (see [4] for detail). In our HDTV lab at Tsinghua University, a
cooperative optimization algorithm has been tested using an experimental LDPC code. In this case, decoding that particular code can be formulated as an optimization problem with 7,493 variables. When the signal-to-noise ratio $SNR \geq 2.7$ dB, it has error rates less than $10^{-9}$ (one error out of one billion instances) at finding global optimal solutions. Its speed is over 2,000 problem instances per second by a hardware implementation. This performance is good enough and fast enough for practical purposes. For this particular problem with $SNR = 2.7$ dB, simulated annealing failed completely without finding any correct solution even though a significant amount of search time has been taken. Nevertheless, simulated annealing could be very useful in search for approximate solutions for other applications.

The LDPC decoding problem can be formulated as the following constrained optimization problem,

$$\min_{x_1, x_2, \ldots, x_n} \sum_{i=1}^{n} f_i(x_i), \quad \text{s.t.} \quad \sum_{j=1}^{n} h_{ij} x_j = 0 \mod 2 \quad (1 \leq i \leq n),$$

where $x_i$ are discrete variables of binary values, $x_i \in \{0, 1\}$, for $1 \leq i \leq n$, $f_i(x_i)$ is a real-valued function defined on $x_i$, for $1 \leq i \leq n$, and $h_{ij}$ are constants of binary values, $h_{ij} \in \{0, 1\}$, for $1 \leq i, j \leq n$.

### 3 The Generality of Cooperative Optimization

Cooperative optimization requires to decompose an objective function into a linear aggregation of sub-objective functions. It turns out that a large class of optimization problems already have their objective functions in this form. Decomposing those objective functions is relatively straightforward in mathematics.

In general, those optimization problems have an objective function of the following form,

$$E(x_1, x_2, \ldots, x_n) = \sum_{i=1}^{n} f_{X_i}(X_i),$$

where $f_{X_i}(X_i)$ is a real-valued component function defined on a subset of variables, $X_i \subset \{x_1, x_2, \ldots, x_n\}$.

If each component function in (7) involves at most two variables, the objective function becomes

$$E(x_1, x_2, \ldots, x_n) = \sum_{i=1}^{n} f_i(x_i) + \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} f_{ij}(x_i, x_j).$$

Many optimization problems that arise from many different fields have their objective functions in the form of (8). The examples are the famous traveling salesman problems (TSP), weighted maximum satisfiability problems, quadratic variable assignment problems, reasoning in Bayesian networks, network routing, stereo matching in computer vision, image segmentation in image processing, and many more. Furthermore, computational complexity theory tells us that any NP-complete problem can be transformed into another, say TSP, within a polynomial time. A good solution for TSP could help us to improve optimization techniques for solving other hard optimization problems.

One simple way to decompose the objective function (8) is given as follows

$$E_i = f_i(x_i) + \sum_{j, j \neq i} f_{ij}(x_i, x_j), \quad \text{for} \ i = 1, 2, \ldots, n.$$  

If some component functions in (7) contain more than two variables in each function, we can cluster variables based on Cartesian product to transform them into binary functions or unary functions. Furthermore, the generalization of the decomposition given in (9) from binary functions to $k$-ary ($k \geq 2$) functions is straightforward in mathematics.
4 Limitations of Cooperative Optimization

The key requirement of cooperative optimization is to decompose an objective function into a linear aggregation of sub-objective functions. For those successful applications of cooperative optimization, a common characteristic of the decompositions is identified. Those decompositions have ideal problem instances that have the optimal solutions of sub-objective functions aligned with each other exactly. For any ideal problem instance, the solution of a sub-objective function is the restriction of the global optimal solution of the instance over the sub-set of variables that the function defines on. Other problem instances are distributed within a certain distance near those ideal problem instances in the problem instance space. For those problem instances, the cooperative optimization algorithms have remarkable performance.

Given an optimization problem with a known probabilistic distribution of problem instances, the above observation suggests to us that we need to discover an intrinsic decomposition dimension. Along the intrinsic decomposition dimension, the sub-objective functions have their optimal solutions aligned with each other within certain distance. If we decompose the objective function of the problem along the intrinsic dimension, we can solve the problem with a high successful rate.

There is no magic about a cooperative optimization algorithm at solving an optimization problem if its objective function decomposition is not along the intrinsic dimension or close to it. Its average performance might have no difference from other metaheuristic optimization methods at solving the problem. Sometimes, its performance could even be worse than some classic metaheuristic methods using a good problem-specific heuristic. The global optimality conditions possessed by the cooperative optimization method may have no use in the case simply because the solutions found by the cooperative optimization algorithm are not globally optimal for the most instances of the problem. Making the situation worse, the direction for finding global optimal solutions suggested by the global optimality conditions may be very inaccurate because sub-problem solutions are highly inconsistent with each other and provide no useful hint at the right search direction for the cooperative optimization algorithm.

5 Summary and Conclusions

The cooperation optimization method offers a a general framework of constructing algorithms to attack optimization problems. It first breaks a hard optimization problem into a number of sub-problems and solve them together in a cooperative way thereafter. At attacking an optimization problem, agents in a cooperative optimization system pass their preferences on solutions to their neighbors and try to resolve their conflicts in decisions through solution compromising. If all conflicts are eliminated, then a consensus solution is found, which is in general the global optimum of the optimization problem. If there are still unresolved conflicts after a certain number of iterations, agents can raise the level of cooperation among them to increase the chance to find a consensus solution. Another alternative is by putting agents with unresolved conflicts to work together closely. The cooperative optimization method can possibly identify global optimal solutions and know the directions of finding them. Those capabilities could sometimes offer this method some advantages in terms of efficiency and effectiveness. The computations of cooperative optimization systems are inherently distributed and parallel, making an entire system highly scalable and less vulnerable to perturbations and disruptions on agents than a centralized system.
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Abstract. Several types of parallel cooperation mechanisms may be built to find good solutions to difficult combinatorial optimization problems and to gain in terms of computation resources without a loss in solution quality. We propose a parallel strategy with a rules set based on fuzzy logic that has been applied successfully to combinatorial problems. We describe how these rules controls the search behavior of the threads. The knapsack problem and p-median problem serve as test cases. The procedures are coded in C++ using PVM in a shared memory machine.

1 Introduction

Solving complex optimization problems requires high computational effort. One possibility proposed with increasing frequency in the last years to reduce the solving time is the use of parallel parallel versions of heuristics and metaheuristic methods. In the last decade, with the help of parallel and distributing processing, the research on multi-thread metaheuristics became a very active field. Several studies have shown that multi-thread techniques lead to better solutions than the corresponding sequential counterparts, even when the running time available to each thread is lower than that of the sequential computation. Studies have also shown that the combination of several threads, each one implementing a different strategy, increases the robustness of the global search relative to variations in the characteristics of problem instances [3, 4].

Following the classification of parallel metaheuristics of [3], our approach fitted the so called Type 3 parallelism or Multiple search: the strategy is made up of several solver agents that cooperate, by asynchronously exchanging information about the solutions they obtained, through a coordinator agent.

A relevant point in our implementation was the use of the most basic elements of Soft Computing [11]: fuzzy sets and fuzzy rules. A set of fuzzy rules are used at the coordinator level to control and modify the behavior of optimization algorithms, while fuzzy sets are used to define a fuzzy valuation in the threads to measure the degree to which the solutions that are considered at the decision stages, accomplishes a certain property.

These ideas also places our strategy within the context of fuzzy set-based heuristics for optimization [7, 10], whose main goal is to combine the best of fuzzy set and fuzzy system ideas with heuristics techniques in order to obtain robust, flexible and adaptive optimization tools.

The paper is organized as follows: Section 2 briefly describes the main characteristics of our strategy and introduces the fuzzy rules set. Section 3 describes the test problems and discusses the results of the computational experiments, and Section 4 concludes the work.
Cooperative Strategy based on fuzzy rules

The main idea of the strategy can be explained using the committee metaphor. Given some concrete problem to solve, we have a set or committee of solvers to deal with it. Each one applies a particular strategy to solve the problem in an independent fashion, and the whole set of solvers work simultaneously without direct interaction. In order to coordinate them, there is a central coordinator, who knows all the general aspects of the concerned problem and the particular features of solvers.

Figure 1 shows the scheme of the strategy. When the process starts, the Coordinator determines the initial behavior for every solver. When the solvers receive, they start to run. Periodically, the Coordinator receives reports from solvers with the partial results being obtained and sends them back some directives. The operation of the solvers is quite simple. They are running alone, receiving adaptation information from the coordinator and sending their performance. Both operations are controlled by conditions. The coordinator checks which solver provided new information and decides if its behavior needs to be adapted using a fuzzy rule base.

Each solver is implemented as a Fuzzy Adaptive Neighborhood Search method, FANS [6], which is essentially a local search framework, where the qualitative behavior of other simple local search techniques can be easily achieved. Besides, and being itself a local search technique, it is easy to understand, implement and does not need too much computational resources. By means of a fuzzy valuation $\mu()$, represented by a fuzzy set, a fuzzy measure of the generated solutions is obtained. Thus a degree of acceptability is calculated for each solution and such degrees are used by FANS at the decision stages.

In this work, the fuzzy valuation is based on the cost of the current or reference solution and represents a notion of acceptability. FANS moves between solutions satisfying the idea of acceptability with at least certain degree $\lambda$ and variations in this parameter, enables the algorithm to achieve the qualitative behavior of other classical local search schemes [6]. This characteristic allows to build different search schemes and to drive diversification and intensification procedures easily. We therefore consider six possible values for $\lambda$, and we build a mixed scheme, as shown in Table 1, where the values of $\lambda$ are different in order to incorporate both “greedy” and “relaxed” behaviors.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Agent 1</th>
<th>Agent 2</th>
<th>Agent 3</th>
<th>Agent 4</th>
<th>Agent 5</th>
<th>Agent 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mix</td>
<td>0.45</td>
<td>0.90</td>
<td>0.75</td>
<td>0.80</td>
<td>0.60</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 1. Value of the $\lambda$ parameter used in each agent to define a mixed scheme

Fig. 1. Scheme of the optimization strategy
The Coordinator agent receives information from every solver agent. More precisely, each solver sends: a time stamp, its current solution at that time and the cost of solution. After some transformations at the Coordinator, those values are stored in a memory of costs and a memory of improvements.

With these information, the Coordinator is able to decide if a solver agent is not doing well, analyzing the solver performance in terms of the history of values stored in both memories. The decision is made using the following rules:

1. **WM, Without Memory rule:**

   **IF** the solution reported by solver$_i$ is worse than the best solution obtained

   **THEN** the Coordinator send the best solution to solver$_i$.

The Solvers communicate with the Coordinator whenever there is an improvement. If the Solver solution is better than the Coordinator one, then the Coordinator keeps this new best solution. In all other cases, the Coordinator sends its solution to the Solver.

2. **MR1, Memory Rule 1 (Solver independent):**

   **IF** the quality of the solution reported by solver$_i$ is low

   AND the improvement rate of solver$_i$ is low

   **THEN** send a new solution to solver$_i$.

   The label low is defined as follows:

   \[
   \mu(x) = \begin{cases} 
   0 & \text{if } x > \beta \\
   \frac{(\beta - x)}{(\beta - \alpha)} & \text{if } \alpha \leq x \leq \beta \\
   1 & \text{if } x < \alpha 
   \end{cases}
   \]

   where $x$ is the percentile rank of a value (an improvement rate or a cost) in the samples stored in the coordinator memory, and the other parameters were fixed to $\alpha = 10$ and $\beta = 20$. The new solution could be a completely new one, for example generated randomly, or could be the best one saw by the coordinator until time $t$. This last option is the one implemented in this work which, in other words, may be understood as a greedy coordination scheme.

   It should be noted that the first rule is independent of how the Solvers are defined, and can, in principle, be used when any local search type of Solver is being used.

3. **DR1, MR1 rule delayed with WM rule:**

   **IF** computation time of agent$_i$ $\leq \frac{1}{3}$ total computation time

   **THEN** uses WM rule

   **ELSE IF** computation time of agent$_i$ $> \frac{1}{3}$ total computation time

   **THEN** uses MR1 rule.
where $WM$ is used first throughout $\frac{1}{3}$ total computation time, and then scheme $MR1$ is applied.

4. MR2, Memory Rule 2 (*Solver dependent*):

\[
\text{IF the quality of the solution reported by solver}_i \text{ is low AND the improvement rate of solver}_i \text{ is low THEN make } \lambda_i \text{ closer to } \lambda^*.
\]

where $\lambda^*$ denotes the value of $\lambda$ of the currently best performing *Solver*. The consequent of Rule MR2, *make $\lambda_i$ closer to $\lambda^*$*, is evaluated using a fuzzy label with the domain in $[\lambda_i, \lambda^*]$ if $\lambda_i \leq \lambda^*$, or vice versa. Under this approach, the $\lambda_i$ value is changed as a linear function of the membership degree of the antecedent, either by increasing or decreasing its value.

In this case, the rule is FANS’s specific. However, having been adjusted, the $\lambda$ value can be considered as a change in the threshold accepting parameter. Taking this into account, this rule may be applied to any threshold-based *Solver*.

5. DR2, delay MR2 rule:

\[
\text{IF computation time of agente}_i \leq \frac{1}{3} \text{ total computation time THEN apply WM rule ELSE IF computation time of agente}_i > \frac{1}{3} \text{ total computation time THEN apply MR2 rule.}
\]

where $WM$ is used first throughout $\frac{1}{3}$ total computation time, and then scheme $MR1$ is applied.

3 Computational results

The goal of the experimental study is to evaluate the performance of the different strategies in terms of computational effort and solution quality.

Computational experiments have been performed on a cluster with 8 computers with Dual AMD Athlon processors at 2 GHz, 256 kbytes cache memory, 2 GBytes of RAM and O.S. Linux Fedora Core release 3. Tests have been run using 7 processors (6 solvers + 1 coordinator).

The asynchronous interactions between threads generally induce significant differences in search behaviour, not only for the global parallel method, but also for each search process participating to the cooperation. Therefore, the classical performance measures, speedup in particular, are not adequate to evaluate the performance of multi-search parallel meta-heuristics [1]. Thus, the performance in terms of solution quality is measured by error variable calculated with respect to the best solution known in the literature.

\[
ERROR = 100 \times \frac{\text{Best Known} - \text{Obtained Value}}{\text{Best Known}}
\]
3.1 Knapsack Problem

First, we shall perform experiments on instances of the knapsack problem, and the mathematical formulation is:

\[
\text{Max } \sum_{j=1}^{n} p_j \times x_j \\
\text{s.t. } \sum_{j=1}^{n} w_j \times x_j \leq C, \quad x_j \in \{0,1\}, \quad j = 1, \ldots, n
\]

where \( n \) is the number of items, \( x_j \) indicates whether the item \( j \) is included or not in the knapsack, \( p_j \) is the profit associated with the item \( j \), \( w_j \in [0, \ldots, r] \) is the weight of item \( j \), and \( C \) is the capacity of the knapsack. We also assume that \( w_j < C, \forall j \) (every item fits in the knapsack), and \( \sum_{j=1}^{n} w_j > C \) (the whole set of items does not fit).

The choice of the knapsack as the test bed is based on the fact that we can construct test instances of varying hardness following three characteristics: size of the instance, type of correlation between weights and profits, and range of the values available for the weights. Although the knapsack is believed to be one of the “easiest” NP-hard problems, it is still possible to construct “hard to solve” instances that are considered as a challenge for most state-of-the-art exact algorithms [5,8].

We shall deal with a set of instances generated and provided by Dr. David Pisinger, which belong to the following categories:

- Non-correlated Instances NC: \( w_i = U(1, R), p_i = U(1, R) \).
- Weakly Correlated WC: \( w_i = U(1, R), p_i = U(w_i - \frac{R}{10}, w_i + \frac{R}{10}) \) with \( p_i \geq 1 \)
- Strongly Correlated SC: \( w_i = U(1, R), p_i = w_i + \frac{R}{10} \).
- Circle Instances, \( \text{circle}(d = \frac{2}{3}) \): \( w_i = U(1, R), p = d\sqrt{(4R)^2 - (w - 2R)^2} \)

The weights \( w_i \) are uniformly distributed in a given interval with the data range \( R \). We randomly generate a series of \( H \) instances. The capacity of each instance \( h \) (of every type and value of \( R \)), with \( h = 1 \ldots H \) is calculated as \( c = \frac{h}{1+H} \sum_{i=1}^{n} w_i \). The optimum of each instance was also provided.

For the experiments, we have used instances with \( n = (1000, 1500, 2000) \), and \( R = 10000 \). The mixed scheme has been used for the team of Solvers. The strategy is now run 10 times on each instance, and we gather the best values obtained at 5, 10, and 15 seconds.

The first analysis focused on Cases WM, MR1, and MR2. In this situation, the use of memory (Cases MR1 and MR2) did not contribute anything to the quality of the solutions (see Table 2). Moreover, after 5 seconds of computation, the errors achieved by the coordination with WM were almost unreachable for MR1 and MR2 even at the end of the run.

In our opinion, there is no balance between exploration and exploitation of the search space in these three coordination strategies; only exploitation is performed. In order to obtain a balanced strategy, we then defined Cases 4 and 5. In both cases, the use of memory is disabled during the first steps of the computation. More precisely, scheme WM is used during the first 5 seconds; after that, memory starts to be taken into account. Consequently, there is more exploration than exploitation at the beginning of the search. Meanwhile, the Solvers are reorganized in the search space in the (potentially) promising regions. When the memory is activated, tracking of the Solvers movements begins, which in turn enables the position of the Solvers to be further changed to regions where the best results are being obtained. Table 2 collects the average and typical deviation values for the error obtained after 15 seconds of computation on each type of instance.

The main thing we should highlight about the results is that the schemes with delayed use of memory almost always improve the average error with respect to the other schemes. In particular, scheme DR2 always obtains better results (on average) than the other schemes.
3.2 P-median Problem

Consider a set \( L \) of \( m \) potential locations for \( p \) facilities (or centers) and a set \( U \) of locations of \( n \) given users (or customers, or demand points). The p-median problem (PM) is to locate simultaneously the \( p \) facilities at locations of \( L \) in order to minimize the total transportation cost for satisfying the demand of the users, each supplied from its closest facility. Consider also a \( n \times m \) matrix \( D \) containing the distances travelled (or costs incurred) to satisfy the demand of the user located at \( i \) from the facility located at \( j \), for all \( j \in L \) and \( i \in U \). In purely mathematical terms, the goal is to select \( p \) columns of \( D \), such that the sum of minimum coefficients in each line within these columns is the smallest possible:

\[
\min \sum_{i \in U} \min_{j \in J} d_{ij}
\]

where, \( J \subseteq L \) and \( |J| = p \).

The distance matrix was taken from the TSPLIB’s problem RL1400 [9] that includes 1400 customers (\( n \)). The values for the location sites were set to \( p = \{10, 20, 30, \ldots, 100\} \) leading to 10 different problem instances. In our tests, the number of potential locations, \( m \), is always equal to \( n \).

The method was stopped on a maximum wall-clock time, \( t_{\text{max}} = 240 \) seconds. This value is similar to that used in [1] for the same distance matrix. Ten (10) repetitions have been performed for each rule and median.

Table 3 displays the best results obtained for different medians (\( p \)) and the Table 4 presents the number of cases (out of 10) with \( \text{error} \leq 1 \) for every test instance. We may consider these cases as successful runs because they ended with a low \( \text{error} \). The Total row displays the sum of these values and, within parentheses, the number of different instances that were solved, at least once, with \( \text{error} \leq 1 \).

<table>
<thead>
<tr>
<th>Rule</th>
<th>1000</th>
<th>1500</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>WM</td>
<td>1.96 (1.43)</td>
<td>1.99 (1.32)</td>
<td>2.32 (1.79)</td>
</tr>
<tr>
<td>MR1</td>
<td>2.10 (1.55)</td>
<td>2.15 (1.58)</td>
<td>2.65 (2.23)</td>
</tr>
<tr>
<td>MR2</td>
<td>2.43 (2.56)</td>
<td>2.41 (2.48)</td>
<td>2.96 (3.00)</td>
</tr>
<tr>
<td>DR1</td>
<td>1.92 (1.37)</td>
<td>1.92 (1.31)</td>
<td>2.35 (1.85)</td>
</tr>
<tr>
<td>DR2</td>
<td>1.86 (1.31)</td>
<td>1.80 (1.20)</td>
<td>2.23 (1.69)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rule</th>
<th>1000</th>
<th>1500</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>WM</td>
<td>2.19 (1.59)</td>
<td>2.45 (1.59)</td>
<td>3.04 (1.95)</td>
</tr>
<tr>
<td>MR1</td>
<td>2.37 (1.72)</td>
<td>2.67 (1.77)</td>
<td>3.20 (2.09)</td>
</tr>
<tr>
<td>MR2</td>
<td>2.18 (1.61)</td>
<td>2.69 (2.10)</td>
<td>3.24 (2.32)</td>
</tr>
<tr>
<td>DR1</td>
<td>2.18 (1.52)</td>
<td>2.48 (1.59)</td>
<td>3.00 (1.91)</td>
</tr>
<tr>
<td>DR2</td>
<td>2.07 (1.56)</td>
<td>2.30 (1.57)</td>
<td>2.88 (1.86)</td>
</tr>
</tbody>
</table>

| WC   | 1.96 (1.43) | 1.90 (1.32) | 2.32 (1.79) |
| MR1  | 2.10 (1.55) | 2.15 (1.58) | 2.65 (2.23) |
| MR2  | 2.43 (2.56) | 2.41 (2.48) | 2.96 (3.00) |
| DR1  | 1.92 (1.37) | 1.92 (1.31) | 2.35 (1.85) |
| DR2  | 1.86 (1.31) | 1.80 (1.20) | 2.23 (1.69) |

| Circle | 11.86 (1.81) | 10.22 (1.60) | 9.79 (1.01) |
| MR1  | 12.06 (1.81) | 10.41 (1.55) | 10.00 (0.97) |
| MR2  | 11.46 (2.04) | 9.99 (2.23) | 10.16 (2.69) |
| DR1  | 11.87 (1.85) | 10.17 (1.51) | 9.84 (1.08) |
| DR2  | 11.45 (1.98) | 9.60 (1.64) | 9.20 (1.09) |

Table 3. Minimum Values
First, we focus on the use of memory for coordination, so we will compare the results of column WM (rule without memory) vs. columns MR1 and MR2 (rules with memory). The main fact we should highlight is that the schemes using memory always improve the best error with respect to the “without memory” rule. Moreover, they can obtain a higher number of cases with $error \leq 1$. We can conclude that the use of memory contributes making the strategy more robust, while improving the quality of the solutions obtained.

If we compare the results obtained by rule MR1 (with memory and agent’s independent) vs. MR2 (with memory and agent’s dependent), the differences are not relevant, although MR1 obtains slightly better results.

We proposed an additional scheme that delayed the use of memory for coordination to the last 2/3 of the time available. In the first 1/3 of the time, the agents may run completely independent or they may be coordinated with the WM rule.

So, the next analysis is aimed to check if this proposed delay is beneficial or not, and if the answer is yes, which strategy is best suited to be applied in the first stage of the run.

First, we look at DR1 with respect to MR1 results. In terms of the best values, it seems that as the value of $p$ increases, MR1 obtains lower error values. When looking at the number of successful runs, MR1 and DR1 obtain similar rate of success.

Looking at DR2 with respect to MR2, we have no evidence to claim if the use of delay is better than a “no delay” scheme neither in terms of the best values, but DR2 obtains a higher number of success than MR2 and therefore more robust performance.

About the whole set of rules, the scheme DR2 with delayed use of memory obtains the highest number of successful runs. In this rule, memory and cooperation are disabled at the beginning of the search, letting the solver to be more explorers than exploiters. Later on, when the MR2 rule is activated and the solvers are starting to converge, memory starts to work and solvers are repositioned in the most promising regions of the search space. In short, the strategy with this rule is able to achieve a global balance between exploration and exploitation of the search space.

### 4 Conclusions

In this article, we have analyzed the behavior of a cooperative multi-thread based strategy, where each solver is modelled as an optimization algorithm, executed asynchronously, and controlled by a coordinator. One relevant point is the use of memory to keep track of both the state of the individual threads and the obtained solutions. Based on this memory, a set of fuzzy rules is used to control the system behavior. The use of memory in the context of parallel metaheuristics was recently proposed as a "challenge" in [2], and our work, proposing the jointly use of memory and fuzzy rules, should therefore be considered, as far as we are aware, as a novel way to face such a challenge.

The coordination schemes defined here give rise to optimization behaviors that are more directed towards the refinement of good solutions, which are therefore suitable for application during
the exploitation phase, rather than towards exploration (which may occur at the beginning of the search). The results indicate that the use of cooperative strategies, coupled with memory and fuzzy rules, obtains better results than the no memory rule, and that the schemes with delayed use of memory almost always improve the results with respect to the other schemes.
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Abstract. Most of the variants of membrane systems found in the literature are generally thought as generating devices. In this paper recognizer computational devices (cell-like and tissue-like) are presented in the framework of Membrane Computing, using the biological membranes arranged hierarchically, inspired from the structure of the cell, and using the biological membranes placed in the nodes of a graph, inspired from the cell inter-communication in tissues. In this context, polynomial complexity classes of recognizer membrane systems are introduced. The paper also addresses the P versus NP problem, and the (efficient) solvability of computationally hard problems, in the framework of these new complexity classes.

1 Introduction

One of the main goals of a computing model is to solve problems. In order to design computational devices capable of attacking decision problems, we must decide how to represent by strings the instances of the problem. In that context, to solve a decision problem consists of recognizing the language associated with it.

Membrane Computing is a young branch of Natural Computing providing distributed parallel computing models whose computational devices are called membrane systems, which are inspired by some basic biological features, by the structure and functioning of the living cells, as well as from the cooperation of cells in tissues, organs, and organisms.

In this area there are basically two ways to consider computational devices: cell-like membrane systems and tissue-like membrane systems. The first one, using the biological membranes arranged hierarchically, inspired from the structure of the cell, and the second one using the biological membranes placed in the nodes of a graph, inspired from the cell inter-communication in tissues.

In this paper we present recognizer membrane systems (both cell-like and tissue-like variants) as a framework to address ways to efficiently solving computationally hard problems, capturing the true concept of algorithm in spite of providing a non-deterministic computing model.

2 Preliminaries

The computational devices of a model of computation are designed to handle inputs and outputs that are strings over a finite alphabet.

Usually, NP-completeness has been studied in the framework of decision problems, but it is not an important restriction because one can easily transform any optimization problem into a
roughly equivalent decision problem by supplying a target value for the quantity to be optimized, and asking the question whether this value can be attained.

**Definition 1.** A decision problem is a pair \((I, \theta)\) such that \(I\) is a language over a finite alphabet (whose elements are called *instances*) and \(\theta\) is a total boolean function (that is, a predicate) over \(I\).

There exists a natural correspondence between languages and decision problems in the following way. Each language \(L\), over an alphabet \(\Sigma\), has a decision problem, \(X_L\), associated with it as follows: 

\[
I_{X_L} = \Sigma^*, \quad \text{and} \quad \theta_{X_L} = \{(u, 1) \mid u \in L\} \cup \{(u, 0) \mid u \in \Sigma^* - L\};
\]

reciprocally, given a decision problem \(X = (I_X, \theta_X)\), the language \(L_X\) over the alphabet of \(I_X\) corresponding to it is defined as follows:

\[
L_X = \{u \in I_X \mid \theta_X(u) = 1\}.
\]

The **P versus NP** problem is the problem of determining whether every problem solvable by some non-deterministic Turing machine in polynomial time can also be solved by some deterministic Turing machine in polynomial time. It is one of the outstanding open problems in theoretical computer science. A negative answer to this question would confirm that the majority of current cryptographic systems are secure from a practical point of view. A positive answer would not only show the uncertainty about the security of these systems, but also this kind of answer is expected to come together with a general procedure that provides a deterministic algorithm solving most of the **NP-complete** problems in polynomial time.

In the last years several computing models using powerful tools from nature have been developed (because of this, they are known as *bio-inspired* models) and several solutions in polynomial time to problems from the class **NP** have been presented, making use of non-determinism and/or of an exponential amount of space. This is the reason why a practical implementation of such models (in biological, electronic, or other media) could provide a significant advance in the resolution of computationally hard problems.

### 3 Cell–like recognizer membrane systems

In the structure and functioning of a cell, biological *membranes* play an essential role. The cell is separated from its environment by means of a *skin membrane*, and it is internally compartmentalized by means of *internal membranes*.

The main **syntactic** ingredients of a cell–like membrane system are the **membrane structure**, the **multisets**, and the **evolution rules**.

- A **membrane structure** consists of several membranes arranged in a hierarchical structure inside a main membrane (the *skin*), and delimiting **regions** (the space in–between a membrane and the immediately inner membranes, if any). Each membrane identifies a region inside the system. A membrane structure can be considered as a rooted tree.
- Regions defined by a membrane structure contain objects corresponding to chemical substances present in the compartments of a cell. The objects can be described by symbols or by strings of symbols, in such a way that **multiset of objects** are placed in regions of the membrane structure.
- The objects can evolve according to given **evolution rules**, associated with the regions (hence, with the membranes).

The **semantics** of the cell–like membrane systems is defined through a non deterministic and synchronous model (in the sense that a global clock is assumed) as follows:

- A **configuration** of a cell–like membrane system consists of a membrane structure and a family of multisets of objects associated with each region of the structure. At the beginning, there is a configuration called the **initial configuration** of the system.
In each time unit we can transform a given configuration in another configuration by applying
the evolution rules to the objects placed inside the regions of the configurations, in a non-
deterministic, and maximally parallel manner (the rules are chosen in a non-deterministic way,
and in each region all objects that can evolve must do it). In this way, we get transitions from
one configuration of the system to the next one.

A computation of the system is a (finite or infinite) sequence of configurations such that each
one is obtained from the previous one by a transition, and shows how the system is evolving.

A computation which reaches a configuration where no more rules can be applied to the existing
objects, is called a halting computation.

The result of a halting computation is usually defined through the multiset associated with a
specific output membrane (or the environment) in the final configuration.

In the basic version, cell-like membrane systems can be seen as generating devices, working in
a non-deterministic and maximally parallel manner, with output membrane, and without input
membrane.

But we are very interested in to use cell-like membrane systems in order to solve decision
problems. What are the necessary ingredients to solve problems with a computational device?

We will see that we must work with non-deterministic (but confluent) systems, using maximal
parallelism, without output membrane (the output will be in the environment), and with input
membrane.

**Definition 2.** A \( P \) system with input is a tuple \((\Pi, \Sigma, i_\Pi)\), where: (a) \( \Pi \) is a \( P \) system, with working
alphabet \( \Gamma \), with \( p \) membranes labelled by \( 1, \ldots, p \), and initial multisets \( M_1, \ldots, M_p \) associated
with them; (b) \( \Sigma \) is an (input) alphabet strictly contained in \( \Gamma \) and the initial multisets are over
\( \Gamma - \Sigma \); and (c) \( i_\Pi \) is the label of a distinguished (input) membrane.

If \( m \) is a multiset over \( \Sigma \), then the **initial configuration of** \((\Pi, \Sigma, i_\Pi)\) **with input** \( m \) is \((\mu, M_1, \ldots, M_i_\Pi \cup m, \ldots, M_p)\).

**Definition 3.** A cell-like recognizer membrane system is a \( P \) system with input, \((\Pi, \Sigma, i_\Pi)\), and with
external output such that: (1) The working alphabet contains two distinguished elements YES, NO;
(2) All computations halt; and (3) In every computation of \( \Pi \), either some object YES or some
object NO (but not both) must have been released into the environment, and only in the last step
of the computation.

We say that \( C \) is an accepting (respectively, rejecting) computation if the object YES (respectively,
NO) appears in the environment associated with the corresponding halting configuration of \( C \).

We denote by \( \mathcal{R} \) the class of all cell-like recognizer membrane systems.

We propose to solve a decision problem through a family of \( P \) systems (constructed in a uniform
way) such that each element of the family processes all the instances of equivalent size, in some
sense (we say that these solutions are uniform solutions).

Next, we define what means to solve a decision problem in the framework of cell-like membrane
systems, and in an uniform way.

**Definition 4.** We say that a decision problem \( X = (I_X, \theta_X) \) is solvable in polynomial time by a
family \( \Pi = (\Pi(n))_{n \in \mathbb{N}} \), of \( \mathcal{R} \), and we denote this by \( X \in \text{PMC}_R \), if the following is true:

- The family \( \Pi \) is polynomially uniform by Turing machines; that is, there exists a deterministic
  Turing machine constructing \( \Pi(n) \) from \( n \in \mathbb{N} \) in polynomial time.
- There exists a pair \((\text{cod}, s)\) of polynomial-time computable functions whose domain is \( L \), such
  that:
    - For each \( u \in L \), \( s(u) \) is a natural number and \( \text{cod}(u) \) is an input multiset of \( \Pi(s(u)) \).
The family $\Pi$ is polynomially bounded with regard to $(X, \text{cod}, s)$; that is, there exists a polynomial function $p$, such that for each $u \in I_X$ every computation of $\Pi(h(u))$ with input $g(u)$ is halting and, moreover, it performs at most $p(|u|)$ steps.

The family $\Pi$ is sound, with regard to $(X, \text{cod}, s)$; that is, for each $u \in I_X$ it is verified that if there exists an accepting computation of $\Pi(h(u))$ with input $g(u)$, then $\theta_X(u) = 1$.

The family $\Pi$ is complete with regard to $(X, \text{cod}, s)$; that is, for each $u \in I_X$ it is verified that if $\theta_X(u) = 1$, then every computation of $\Pi(h(u))$ with input $g(u)$ is an accepting one.

In the above definition we have imposed every P system $\Pi(n)$ to be confluent, in the following sense: every computation with the same input produces the same output.

We have the class $\text{PMC}_R$ is closed under polynomial–time reduction and complement.

If systems without input membrane are used, constructing one specific system for each instance, but keeping the ‘polynomially uniform by Turing machines’ condition, then we say that the obtained solutions are semi–uniform. We shall denote by $\text{PMC}_R^*$ the class of problems solvable in polynomial time by a semi–uniform family of systems in $R$.

4 The P versus NP problem in the context of cell–like recognizer membrane systems

We consider deterministic Turing machines as language recognizer devices. Then, we can associate with each deterministic Turing machine a decision problem, which will permit us to define when such a machine is simulated by a family of P systems (this issue was also addressed e.g. in [12, 20]).

**Definition 5.** Let $M$ be a Turing machine with input alphabet $\Sigma_M$. The decision problem associated with $M$ is the problem $X_M = (I, \theta)$, where $I = \Sigma_M^*$, and for every $w \in \Sigma_M^*$, $\theta(w) = 1$ if and only if $M$ accepts $w$.

Obviously, the decision problem $X_M$ is solvable by the Turing machine $M$.

**Definition 6.** We say that a Turing machine, $M$, is simulated in polynomial time by a family of systems of the class $R$, if $X_M \in \text{PMC}_R$.

In cell–like membrane systems, evolution rules, communication rules and rules involving dissolution are called basic rules. That is, by applying this kind of rules the size of the membrane structure does not increase. Hence, it is not possible to construct an exponential working space in polynomial time using only basic rules in a cell–like membrane system.

We recall here a result from Chapter 9 of [22].

**Proposition 1.** Let $M$ be a deterministic Turing machine working in polynomial time. Then $M$ can be simulated in polynomial time by a family of cell–like recognizer membrane systems using only basic rules.

Reciprocally, in [20] the following result was proved:

**Proposition 2.** For every decision problem solvable in polynomial time by a family of cell–like recognizer membrane systems using only basic rules, there exists a Turing machine solving it in polynomial time.

Under the hypothesis $P \not= NP$, Zandron et al. [23] established the limitations of cell-like membrane systems which use only basic rules concerning the efficient solution of NP-complete problems. This result was generalized by Pérez–Jiménez et al. [20] obtaining the following two characterizations of the $P \not= NP$ relation by means of unsolvability results in polynomial time for NP-complete problems by families of cell–like recognizer membrane systems using only basic rules.
The following propositions are equivalent:

1. $P \neq \text{NP}$.
2. There exists an NP-complete decision problem unsolvable in polynomial time by a family cell–like recognizer membrane systems using only basic rules.
3. Each NP-complete decision problem is unsolvable in polynomial time by a family of cell–like recognizer membrane systems using only basic rules.

Let us denote by $\mathcal{RB}$ the class of cell–like recognizer membrane systems using only basic rules. From the constructive proof given in [22], we deduce the following result characterizing the standard complexity class $P$.

Theorem 2. $P = \text{PMC}_{\mathcal{RB}}$.

5 Recognizer cell–like membrane systems with active membranes

A particularly interesting class of cell–like membrane systems are the systems with active membranes, where the membrane division can be used in order to solve computationally hard problems, e.g., NP-complete problems, in polynomial or even linear time, by a space–time trade-off.

Definition 7. A recognizer cell–like membrane system with active membranes is a recognizer cell–like membrane system $(\Pi, \Sigma, \iota_{\Pi})$ where the rules of the associated P system are of the following forms ($H$ being the set of labels of $\Pi$):

1. $[a \rightarrow \omega]^{\alpha}_{h}$ for $h \in H$, $\alpha \in \{+,-,0\}$, $a \in \Sigma$, $\omega \in \Sigma^{*}$: An object $a$ within a membrane labelled with $h$ and polarity $\alpha$, evolves to a multiset $\omega$.
2. $a[l]^{\alpha_{1}}_{h_{1}} \rightarrow [b]^{\alpha_{0}}_{h}$ for $h \in H$, $\alpha_{1}, \alpha_{2} \in \{+,-,0\}$, $a, b \in \Sigma$: An object from the region immediately outside a membrane labelled with $h$ is introduced in this membrane, possibly transformed into another object, and simultaneously, the polarity of the membrane can be changed.
3. $[a]^{\alpha_{1}}_{h_{1}} \rightarrow b[l]^{\alpha_{0}}_{h}$ for $h \in H$, $\alpha_{1}, \alpha_{2} \in \{+,-,0\}$, $a, b \in \Sigma$: An object is sent out from membrane labelled with $h$ to the region immediately outside, possibly transformed into another object, and simultaneously, the polarity of the membrane can be changed.
4. $[a]^{\alpha_{1}}_{h_{1}} \rightarrow b[l]^{\alpha_{0}}_{h}$ for $h \in H$, $\alpha \in \{+,-,0\}$, $a, b \in \Sigma$: A membrane labelled with $h$ is dissolved in reaction with an object. The skin is never dissolved.
5. $[a]^{\alpha_{1}}_{h_{1}} \rightarrow [b]^{\alpha_{2}}_{h_{2}} [c]^{\alpha_{3}}_{h}$ for $h \in H$, $\alpha_{1}, \alpha_{2}, \alpha_{3} \in \{+,-,0\}$, $a, b, c \in \Sigma$: An elementary membrane can be divided into two membranes with the same label, possibly transforming some objects and their polarities.
6. $[l]^{\alpha_{1}}_{h_{1}} \cdots [l]^{\alpha_{1}}_{h_{m}} [l]^{\alpha_{0}}_{h_{0}} \rightarrow [l]^{\alpha_{2}}_{h_{1}} \cdots [l]^{\alpha_{2}}_{h_{k}} [l]^{\alpha_{3}}_{h_{0}} [l]^{\alpha_{4}}_{h_{k+1}} \cdots [l]^{\alpha_{4}}_{h_{m}} h_{0}^{\alpha_{6}}$ for $k \geq 1$, $m > k$, $h_{i} \in H$ for $0 \leq i \leq m$, and $\alpha_{1}, \ldots, \alpha_{6} \in \{+,-,0\}$, with $\{\alpha_{1}, \alpha_{2}\} = \{+, -\}$. These are division rules for non–elementary membranes. If the membrane with label $h_{0}$ contains other membranes than those with labels $h_{1}, \ldots, h_{m}$, then they must have neutral charge in order to make this rule applicable; these membranes and their contents are duplicated and placed in both new copies of the membrane $h_{0}$. Besides, every object in region $h_{0}$, as well as all membranes and objects placed inside membranes $h_{1}, \ldots, h_{m}$, are reproduced in the new copies of membrane $h_{0}$.

These rules are applied according to the following principles:

- All the rules are applied in parallel and in a maximal manner. In one step, one object of a membrane can be used by only one rule (chosen in a non deterministic way), but any object which can evolve by one rule of any form, must evolve.
• If a membrane is dissolved, its content (multiset and internal membranes) is left free in the surrounding region.
• If at the same time a membrane labelled by $h$ is divided by a rule of type (e) and there are objects in this membrane which evolve by means of rules of type (a), then we suppose that first the evolution rules of type (a) are used, and then the division is produced. Of course, this process takes only one step.
• The rules associated with membranes labelled by $h$ are used for all copies of this membrane.

At one step, a membrane can be the subject of only one rule of types (b)-(e).

Let us denote by $\mathcal{AM}$ the class of recognizer P systems with active membranes using 2-division. Different polynomial time solutions for $\text{NP}$-complete problems have been obtained using this class of cell-like recognizer membrane systems: Knapsack ([14]), Subset Sum ([13]), Partition ([4]), SAT ([19]), Clique ([1]), Bin Packing ([15]), and CAP ([16]).

Having in mind that the complexity class $\text{PMC}_{\mathcal{AM}}$ is closed under complement and polynomial time reductions we have the following result.

**Proposition 3.** $\text{NP} \subseteq \text{PMC}_{\mathcal{AM}}$, and $\text{co-NP} \subseteq \text{PMC}_{\mathcal{AM}}$.

The complexity class $\text{PMC}_{\mathcal{AM}}$ does not seem precise enough to describe classical complexity classes below $\text{NP}$. Therefore, it is challenging to investigate weaker variants of cell-like membrane systems able to characterize classical complexity classes.

In [2] universality has been achieved by removing the polarization of membranes from P systems with active membranes but allowing the change of membrane labels.

Several efficient solutions to $\text{NP}$-complete problems have been obtained within the following variant of membrane systems with active membranes:

• P systems using 2-division for elementary membranes, without cooperation, without priorities, without label changing, but using only two electrical charges (A. Alhazov [2], A. Riscos [21]).
• P systems using 2-division for elementary membranes, without cooperation, without priorities, without label changing, without polarizations, but using bi-stable catalysts (M.J. Pérez and F.J Romero [17]).
• P systems without polarizations, without cooperation, without priorities, without label changing, without division, but using three types of membrane rules: separation, merging and release (L. Pan et al. [7]).
• P systems with separation rules instead of division rules, in two different cases: (a) using polarizations and separation rules; and (b) without polarizations, but using separation rules with change of membrane labels (L. Pan and T.O. Ishdorj [8]).

It is possible to obtain polynomial time solutions to $\text{NP}$-complete problems through cell-like recognizer membrane systems with active membranes using 2-division for elementary membranes. But, what happens if we remove polarizations? We denote by $\mathcal{AM}^0$ the class of this kind of recognizer P systems.

**Question:** What is exactly the class of decision problems solvable in polynomial time by families of systems belonging to $\mathcal{AM}^0$?

We denote by $\mathcal{AM}^0(\alpha, \beta)$, where $\alpha \in \{-d, +d\}$ and $\beta \in \{-ne, +ne\}$, the class of all cell-like recognizer P systems with polarizationless active membranes such that: (a) if $\alpha = +d$ (resp. $\alpha = -d$) then dissolution rules are permitted (resp. forbidden); and (b) if $\beta = +ne$ (resp. $\beta = -ne$) then division rules for elementary and non-elementary (resp. only division rules for elementary) membranes are permitted.

**Proposition 4.** For each $\alpha \in \{-d, +d\}$ and $\beta \in \{-ne, +ne\}$ we have:

(1) $\text{PMC}_{\mathcal{AM}^0(\alpha, \beta)} \subseteq \text{PMC}^*_\mathcal{AM}^0(\alpha, \beta)$. 
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(2) $\text{PMC}_{\mathcal{A},\mathcal{M}_0}(\alpha,-\text{ne}) \subseteq \text{PMC}_{\mathcal{A},\mathcal{M}_0}(\alpha,\text{ne})$.

(3) $\text{PMC}^*_{\mathcal{A},\mathcal{M}_0}(\alpha,-\text{ne}) \subseteq \text{PMC}^*_{\mathcal{A},\mathcal{M}_0}(\alpha,\text{ne})$.

(4) $\text{PMC}_{\mathcal{A},\mathcal{M}_0}(-\beta,\gamma) \subseteq \text{PMC}_{\mathcal{A},\mathcal{M}_0}(+\beta,\gamma)$.

(5) $\text{PMC}^*_{\mathcal{A},\mathcal{M}_0}(-\beta,\gamma) \subseteq \text{PMC}^*_{\mathcal{A},\mathcal{M}_0}(+\beta,\gamma)$.

In the framework of recognizer P systems with membrane division but without using polarizations it has been shown a surprising role of the dissolution rules, as it makes the difference between efficiency and non-efficiency for P systems with membrane division and without polarization ([3,5]).

**Theorem 3.** We have the following:

(1) $P = \text{PMC}_{\mathcal{A},\mathcal{M}_0}(-\beta,\gamma) = \text{PMC}^*_{\mathcal{A},\mathcal{M}_0}(-\beta,\gamma)$, for each $\beta \in \{-\text{ne},\text{ne}\}$.

(2) $\text{NP} \cup \text{co-NP} \subseteq \text{PMC}^*_{\mathcal{A},\mathcal{M}_0}(+\beta,\gamma)$.

(3) $\text{PSPACE} \subseteq \text{PMC}_{\mathcal{A},\mathcal{M}_0}(+\beta,\gamma)$.

6 Tissue–like recognizer membrane systems with active membranes

In this section we consider computational devices inspired from the cell inter–communication in tissues, and adding the ingredient of cell division rules of the same form as in cell–like membrane systems with active membranes, but without using polarizations.

In these systems, the rules are used in the non-deterministic maximally parallel way, but we suppose that when a cell is divided, its interaction with other cells or with the environment is blocked; that is, if a division rule is used for dividing a cell, then this cell does not participate in any other rule, for division or communication. The set of communication rules implicitly provides the graph associated with the system through the labels of the membranes. The cells obtained by division have the same labels as the mother cell, hence the rules to be used for evolving them or their objects are inherited.

**Definition 8.** A tissue–like membrane system with active membranes is a tuple

$$\Pi = (\Gamma, \Sigma, \mathcal{M}_1, \ldots, \mathcal{M}_p, E, R, i_m),$$

where:

1. $p \geq 1$ (the initial degree of the system; the system contains $p$ cells, labelled with $1, 2, \ldots, p$);
2. $\Gamma$ is the working alphabet containing two distinguished objects YES and NO;
3. $\Sigma$ is an (input) alphabet strictly contained in $\Gamma$.
4. $\mathcal{M}_1, \ldots, \mathcal{M}_p$ are multisets over $\Gamma - \Sigma$, describing the objects placed in the cells of the system (we suppose that at least one copy of YES and NO is in some of these multisets);
5. $E \subseteq \Gamma$ is the set of objects present in the environment in arbitrary many copies each (the objects YES and NO are not present in $E$);
6. $R$ is a finite set of developmental rules, of the following forms:
   (a) $(i, u/v, j)$, for $i, j \in \{0, 1, 2, \ldots, p\}, i \neq j$, and $u, v \in \Gamma^*$; 1, 2, 3, $\ldots, p$ identify the cells of the system, 0 is the environment: When applying a rule $(i, x/y, j)$, the objects of the multiset represented by $u$ are sent from region $i$ to region $j$ and simultaneously the objects of the multiset $v$ are sent from region $j$ to region $i$;
   (b) $[a]_i \rightarrow [b]_i[c]_i$, where $i \in \{1, 2, \ldots, p\}$ and $a, b, c \in \Gamma$: Under the influence of object $a$, the cell with label $i$ is divided in two cells with the same label; in the first copy the object $a$ is replaced by $b$, in the second copy the object $a$ is replaced by $c$; all other objects are replicated and copies of them are placed in the two new cells.
7. $i_m \in \{1, \ldots, n\}$ is the label of the input membrane.

Let $m$ be a multiset over $\Sigma$. The *initial configuration of $\Pi$ with input $m$* is the tuple $(M_1, \ldots, M_{i_m} \cup m, \ldots, M_p)$.

The rules of a tissue–like membrane system as above are used in the non-deterministic maximally parallel manner as customary in membrane computing. In each step, we apply a set of rules which is maximal (no further rule can be added), with the following important restriction: if a cell is divided, then the division rule is the only one which is applied for that cell in that step, its objects do not participate in any communication rule.

The computation starts from the initial configuration and proceeds as defined above; only halting computations give a result, and the result is given by the presence of a distinguished object in the environment.

**Definition 9.** A tissue–like membrane system with active membranes $\Pi$ is a recognizer system if:

(a) all computations halt; and (b) in every computation of $\Pi$, either a copy of the object $YES$ or a copy of the object $NO$ (but not both) is sent into the environment.

We say that $C$ is an accepting (rejecting) computation if the object $YES$ (respectively, the object $NO$) appears in the environment associated with the corresponding halting configuration of $C$.

We denote by $TR$ the class of tissue–like recognizer membrane systems with active membranes.

In order to present the concept of uniform solvability in the framework of membrane systems as above, we define the concept of polynomial encoding from a language in a family of tissue–like recognizer membrane systems with active membranes.

**Definition 10.** Let $L$ be a language, and $\Pi = (\Pi(n))_{n \in \mathbb{N}}$ a family of tissue–like recognizer membrane systems of $TR$. A polynomial encoding of $L$ in $\Pi$ is a pair $(\text{cod}, s)$ of polynomial-time computable functions whose domain is $L$, and for each $u \in L$, $s(u)$ is a natural number and cod$(u)$ is an input multiset of the system $\Pi(s(u))$.

In the present paper we are interested in the computing efficiency. That is why we have introduced a variant of tissue–like systems with membrane division.

Next we define the concept of solvability in this new framework and in a similar way to Definition 4.

**Definition 11.** We say that a decision problem $X = (I_X, \theta_X)$ is solvable in polynomial time by a family $\Pi = (\Pi(n))_{n \in \mathbb{N}}$ of tissue–like recognizer membrane systems with active membranes, and we denote this by $X \in \text{PMC}_{TR}$, if the following is true:

- The family $\Pi$ is polynomially uniform by Turing machines.
- There exists a polynomial encoding $(\text{cod}, s)$ from $I_X$ to $\Pi$ such that the family $\Pi$ is polynomially bounded, sound and complete with regard to $(X, \text{cod}, s)$.

We also have the class $\text{PMC}_{TR}$ is closed under polynomial–time reduction and complement.

We have said nothing about the way the computations proceed; in particular, they can be non-deterministic, as standard in membrane computing. It is important however to remark that the systems always stop and they always send out an object which is the correct answer to the instance of the problem that they are processing.

This natural extension of tissue P systems provides the possibility of solving SAT in polynomial time, in a confluent way: at precise times, one of the objects YES, NO is sent to the environment, giving the answer to the question whether the input propositional formula is satisfiable. We refer to [11] for a more detailed presentation of the following design.

Let us consider a propositional formula $\varphi = C_1 \land \cdots \land C_m$, consisting of $m$ clauses $C_j = y_{j,1} \lor \cdots \lor y_{j,k_j}$, where $y_{j,i} \in \{x_i, \neg x_i \mid 1 \leq i \leq n\}$ (there are used $n$ variables). Without loss of generality, we may assume that no clause contains two occurrences of some $x_i$ or two occurrences of $\neg x_i$. 


of some \( \neg x_i \) (the formula is not redundant at the level of clauses), or both \( x_i \) and \( \neg x_i \) (otherwise such a clause is trivially satisfiable, hence can be removed).

We consider the family \( \Pi = \{ \Pi(n, m) : n, m \in \mathbb{N} \} \) of tissue–like recognizer membrane systems, being \( \langle n, m \rangle = \frac{(n+m)(n+m+1)}{2} + n \).

The tissue–like recognizer membrane system

\[
\Pi(n, m) = (\Gamma(n, m), \Sigma(n, m), \mathcal{M}_1, \mathcal{M}_2, E(n, m), R(n, m), i_m)
\]

will process all Boolean formulae in conjunctive normal form with \( n \) variables and \( m \) clauses, and is defined as follows:

\[
\Gamma(n, m) = \{ a_i, t_i, f_i | 1 \leq i \leq n \} \cup \{ r_i | 1 \leq i \leq m \}
\]

\[
\cup \{ T_{i,1}, F_{i,1} | 1 \leq i \leq n \} \cup \{ T_{i,j}, F_{i,j} | 1 \leq i \leq n, 1 \leq j \leq m + 1 \}
\]

\[
\cup \{ s_{i,j}, s'_{i,j} | 1 \leq i \leq n, 1 \leq j \leq m \}
\]

\[
\cup \{ b_i | 1 \leq i \leq 3n + m + 1 \} \cup \{ c_i | 1 \leq i \leq n + 1 \}
\]

\[
\cup \{ d_i | 1 \leq i \leq 3n + nm + m + 2 \} \cup \{ e_i | 1 \leq i \leq 3n + nm + m + 4 \}
\]

\[
\cup \{ f, g, YES, NO \},
\]

\[
\Sigma(n, m) = \{ s_{i,j}, s'_{i,j} | 1 \leq i \leq n, 1 \leq j \leq m \},
\]

\[
\mathcal{M}_1 = YES NO b_1 c_1 d_1 e_1,
\]

\[
\mathcal{M}_2 = f g a_1 a_2 \ldots a_n,
\]

\[
E(n, m) = \Gamma(n, m) - \{ YES, NO \},
\]

\[
i_m = 2,
\]

and the following rules:

1. \([a_i]_2 \rightarrow [T_{i,1}]_2 [F_{i,1}]_2\), for all \( i = 1, 2, \ldots, n \).
2. \((1, b_i/k^2_{i+1}, 0)\), for all \( i = 1, 2, \ldots, n + 1 \).
3. \((1, c_i/k^2_{i+1}, 0)\), for all \( i = 1, 2, \ldots, n + 1 \).
4. \((1, d_i/d_{i+1}, 0)\), for all \( i = 1, 2, \ldots, n + 1 \).
5. \((1, e_i/e_{i+1}, 0)\), for all \( i = 1, 2, \ldots, 3n + nm + m + 3 \).
6. \((1, b_{n+1} c_{n+1} / f, 2)\).
7. \((1, d_{n+1} / g, 2)\).
8. \((2, c_{n+1} T_{i,1} / c_{n+1} T_{i,1})\), for each \( i = 1, 2, \ldots, n \).
9. \((2, c_{n+1} F_{i,1} / c_{n+1} F_{i,1})\), for each \( i = 1, 2, \ldots, n \).
10. \((2, T_{i,j} / T_{i,j+1})\), for each \( i = 1, 2, \ldots, n \) and \( j = 1, 2, \ldots, m \).
11. \((2, d_i/d_{i+1})\), for all \( i = n + 1, \ldots, (n + 1) + (2n + m) - 1 \).
12. \((2, b_{n+1} / b_{n+1})\).
13. \((2, b_{n+1} / d_{n+1})\), for all \( i = n + 1, \ldots, (n + 1) + (2n + m) - 1 \).
14. \((2, b_{3n+1} s_{i,j} / b_{3n+1} r_{i,j})\), for all \( 1 \leq i \leq n \) and \( 1 \leq j \leq m \).
15. \((2, d_{i,j}/d_{i,j} + 1)\), for all \( i = 3n + m + 1, \ldots, (3n + m + 1) + nm - 1 \).
16. \((2, d_{i,j}/d_{i,j} + 1)\), for all \( i = 1, 2, \ldots, m \).
17. \((2, d_{3n+nm+m+1} / f YES, 1)\).
18. \((2, 2n+4m+1)\).
19. \((2, YES/\lambda, 0)\).
20. \((1, c_{3n+nm+2m+2} NO/\lambda, 2)\).
21. \((2, NO/\lambda, 0)\).
6.1 An overview of the computation

Membrane 2 is repeatedly divided, each time expanding one object $a_i$, corresponding to a variable $x_i$, into $T_{i,1}$ and $F_{i,1}$, corresponding to the values true and false which this variable may assume. In this way, in $n$ steps, we get $2^n$ cells with label 2, each one containing one of the $2^n$ possible truth assignments for the $n$ variables. The objects $f, g$ are duplicated, hence a copy of each of them will appear in each cell.

In parallel with the operation of dividing cell 2, the counters $b_i, c_i, d_i, e_i$ from cell 1 grow their subscripts. In each step, the number of copies of objects of the first three types is doubled, hence after $n$ steps we get $2^n$ copies of $b_{n+1}, c_{n+1}$ and $d_{n+1}$. Objects $b_i$ will check which clauses are satisfied by a given truth assignment, objects $c_i$ are used in order to multiply the number of copies of $t_i, f_i$ as we will see immediately, $d_i$ are used to check whether there is at least one truth assignment which satisfies all clauses, and if such an assignment does not exists, then $e_i$ will be used in order to produce the object NO at the end of the computation.

In step $n + 1$, the counters $b_{n+1}, c_{n+1}, d_{n+1}$ are brought in cells with label 2, in exchange of $f$ and $g$. Because we have $2^n$ copies of each object of these types and $2^n$ cells 2, each one containing exactly one copy of $f$ and one of $g$, due to the maximality of the parallelism of using the rules, each cell 2 gets precisely one copy of each of $b_{n+1}, c_{n+1}, d_{n+1}$. Note that cells 2 cannot divide anymore, because the objects $a_i$ were exhausted.

In the presence of $c_{n+1}$, the objects $T_{i,1}, F_{i,1}$ get primed, which initiates the possibility of introducing $m$ copies of each $t_i$ and $f_i$ in each cell 2. As we have $m$ clauses, then in order to check their values for a given truth assignment, we need for each clause one set of objects encoding the values of all variables. Note that this phase needs $2n$ steps for priming the objects $T_{i,1}, F_{i,1}$ – for each object we need one step, because we have only one copy of $c_{n+1}$ available – then $m$ further steps for each $T'_{i,1}, F'_{i,1}$; all these steps are done in parallel, but for the last primed $T_{i,1}, F_{i,1}$ we have to continue $m$ steps after the $2n$ necessary for priming. Thus, the total number of steps performed in this process is $2n + m$.

In parallel with the previous operations, the counters $b_i$ and $d_i$ increase their subscripts, until reaching the value $3n + m + 1$. This is done in all cells 2 at the same time. Simultaneously, $e_i$ increases its subscript in cell 1.

In the presence of $b_{3n+m+1}$ – and not before – we check the values assumed by the truth assignments from each cell 2. We have only one copy of $b_{3n+m+1}$ in each cell, hence we need at most $nm$ steps for this: each clause contains at most $n$ literals, and we have $m$ clauses. In parallel, $d$ increases the subscript, until reaching the value $3n + nm + m + 1$.

In each cell with label 2 we check whether or not all clauses are satisfied by the corresponding truth assignment. For each clause which is satisfied, we increase by one the subscript of $d$, hence the subscript reaches the value $3n + nm + 2m + 1$ if and only if all clauses are satisfied.

If one of the truth assignments from a cell 2 has satisfied all clauses, then we reach $d_{3n+nm+2m+1}$, which is sent to cell 1 in exchange of the objects YES and $f$.

In the next step, the object YES leaves the system, signaling the fact that the formula is satisfiable. In cell 1, the counter $e$ will increase one more step its subscript, but after that it will remain unchanged – it can leave cell 1 only in the presence of $f$, but this object was already moved to cell 2.

If the counter $e$ reaches the subscript $3n + nm + 2m + 2$ and the object $f$ is still in cell 1, then the object NO can be moved to a cell 2, randomly chosen, and from there it exits the system, signaling that the formula is not satisfiable.

6.2 Some formal details

We consider the polynomial encoding $(\text{cod}, s)$ from $I_{\text{SAT}}$ to $\Pi$, defined as follows: if the formula $\varphi$ is an instance of $\text{SAT}$ with size parameters $n$ (number of variables) and $m$ (number of clauses), then
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$s(\varphi) = (n,m)$ and $\text{cod}(\varphi)$ is the set

$$\bigcup_{1 \leq i \leq n, 1 \leq j \leq m, 1 \leq r \leq k_j} \{s_{i,j} | y_{j,r} = x_i\} \cup \{s'_{i,j} | y_{j,r} = \neg x_i\}$$

That is, in the multiset $\text{cod}(\varphi)$ we replace each variable $x_i$ from each clause $C_j$ with $s_{i,j}$ and each negated variable $\neg x_i$ from each clause $C_j$ with $s'_{i,j}$, then we remove all parentheses and connectives. In this way we pass from $\varphi$ to $\text{cod}(\varphi)$ in a number of steps which is linear with respect to $n \cdot m$.

The presented family of tissue–like recognizer membrane systems is polynomially uniform by Turing machines, because the definition of the family is done in a recursive manner from a given instance of $\text{SAT}$, in particular from the constants $n$ (number of variables) and $m$ (number of clauses). Furthermore the required resources to build the element $\Pi(\langle n, m \rangle)$ of the family are the following:

- Size of the working alphabet: $5nm + 17n + 4m + 12 \in O((\max\{n,m\})^2)$.
- Number of membranes: $2 \in \Theta(1)$.
- $|M_1| + |M_2| = n + 8 \in \Theta(n)$.
- Maximum length of the rules: 3.

Finally, we can prove, using a formal description of the computations, that the family $\Pi$ is sound and complete with regard to $(\text{SAT}, \text{cod}, s)$. The number of steps of the computations is polynomial in terms of $n$ and $m$: the answer YES is sent out in step $3n + nm + 2m + 2$, while the answer NO is sent out in step $3n + nm + 2m + 4$.

From the above we deduce the following results:

**Theorem 4.**

1. $\text{SAT} \in \text{PMC}_{\text{TR}}$.
2. $\text{NP} \subseteq \text{PMC}_{\text{TR}}$, and $\text{NP} \cup \text{co-NP} \subseteq \text{PMC}_{\text{TR}}$.

## 7 Conclusions

In this paper, we have presented cell–like (inspired from the structure of the cell) and tissue–like (inspired from the cell inter–communication in tissues) recognizer membrane systems as computational devices specially suitable to attack the efficient solvability of computationally hard problems.

In that new framework, two characterizations of the relation $P = \text{NP}$ have been described through the solvability of $\text{NP}$–complete problems by a family of cell–like recognizer membrane systems using only basic rules.

The main contribution of this paper is to present, in the framework of tissue–like recognizer membrane systems, a formal definition of the cellular complexity class $\text{PMC}_{\text{TR}}$.

Recognizer membrane systems with active membranes have been studied in the variants cell–like and tissue–like, and an efficient and uniform solution to the satisfiability problem by tissue–like recognizer membrane systems with cell division has been presented.
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Abstract. This paper extends the results regarding coalition formation games and the core to a model of coalition formation in cooperative games based on two criteria. These criteria are money and management. Each criterion is modeled through a suitable characteristic function. Our analysis proceeds at first by establishing the assumptions that guarantee the existence of the core in the bicriteria case. Secondly, by using a dynamic coalition formation algorithm, we developed an algorithm for our model. At each stage, the algorithm provides the player with a better state than the previous one and attains the core if it is possible.

1 Introduction

Coalition formation models various practical situations as the provision of public goods, the formation of custom union and trading blocs [10]. Coalition formation have an important historical impact [5]. It occurs in our daily life. Several researches were proposed in this framework as [10]. A coalition consists in joining persons to form a single group in order to accomplish one’s goal with paying costs as low as possible. Using a game theoretic approach, many people mathematically model the coalition formation in order to determine the winning coalitions that minimize the cost of their activities.

Generally, the money commodity is shown to be a requirement of an economic society. Hence, it allows the formation of coalitions to minimally allocate resources.

In this work, we are dealing with notions and issues of Dynamic Coalition Formation (DCF) among rational agents in a cooperative environment. These agents negotiate to gain and share benefits in stable coalitions by cooperating with other agents in order to minimize costs. The problem of each player is to select the best group that maximizes his profit. This problem calls for the coalition formation as an important solution to find new partners as well as a good method to identify the contribution from each participant.

Generally, the value of a coalition is calculated through a characteristic function $v$ that associates every group with its maximum expected utility obtained when agents join their forces inside the group to achieve their goals. The solution of a coalitional game is a coalition configuration called proposal and is made up of the pair $(\mathcal{S}, x)$: $\mathcal{S}$ is a partition of the set of players $N$, called coalition structure and $x : N \rightarrow IR$ is a payoff distribution where $x_i$ is the payoff of the $i$th player. A coalition configuration is stable if no agent has a motivation to leave his current coalition to improve his utility.

Among several approaches for searching stability and distributing profits among members of the coalition, we take a particular interest at the core stable coalitions as mentioned in [4, 7, 8]. We are interested in the properties of the core of a coalition formation game evolved when some coalitions appear whereas others disappear. Many algorithms are used to determine the process of coalition formation which purpose is to reach an allocation such as the core [3]. This task requires
the completion of two processes: coalition formation and bargaining about how to split the surplus within each of the coalitions. In general, at each time step, a player decides which of the existing coalitions to join, and demands a share of the payoff which is determined by the characteristic function.

Two related questions are evoked in such problems of coalition formation: Which coalition will form and which are the final designed payoffs to players. In the existing literature, agents devote their efforts to increase their gains, especially monetary gains. Anyway, being the manager in a coalition is an important issue. We think that in a dynamic context, making some disturbance on the distribution of profits may have an effect on the stability of an allocation. Then, we suppose that the utility of one player is assigned according to two criteria: the first is based on money and the second is based on management. Therefore we take an interest in modeling a coalition formation game in which an agent want to receive the higher monetary payoff with being the manager. Our purpose is to answer the two questions listed previously in the case of two criteria through a simple algorithm.

Our work is organized as follow:
In section 2 and 3, we will present the basic concepts and notations in coalition formation games. Besides, we will explain the core, a set of constraints, designed to find the optimal coalition structure. In the next sections, after redefining the concept of the core, we will describe a dynamic coalition formation game with two criteria. Then, we will generate an algorithm for our model which helps a player to reach the most stable coalition structure if there exists to end with an explicit example.

## 2 Games in Characteristic Function Form (GCF)

In our work, we are interested in cooperative games which are in characteristic function form and have the core as a solution [4].

A characteristic function game is a finite set of players \( N = \{1, ..., n\} \) and a real value function \( v \) that assigns to every nonempty coalition \( S \subset N \) a number \( v(S) \) called the worth of \( S \). \( v(S) \) denotes the maximum payoff that members of a coalition \( S \) can guarantee by cooperation. This concept of cooperation allows the coalition formation in order to formulate rational decisions. Coalition formation games enable players to form different coalition structures.

A coalition structure describes the gathering between players in coalitions covered with cooperation.

**Definition 1 (Coalition Structure).** Let \( N = \{1, ..., n\} \) be the set of players participating in a game, then a coalition structure is a finite partition \( \mathcal{I} = \{C_1, ..., C_m\} \) of \( N \) such that \( \bigcup_{k=1}^{m} C_k = N \), \( C_k \cap C_l = \emptyset \) for \( k \neq l \). [1]

## 3 The Core

The core is a well-known solution, it is the set of feasible utility outcomes giving that no coalition can better the gain of all its members alone. The core generalize the concept of imputations.

Let \( x = (x_1, ..., x_n) \) be a payoff distribution, \( x_i \) is the utility of doing an activity of the \( i \)-th player. It is an imputation if it checks the conditions below:

\[
\text{The condition of individual rationality : } v(\{i\}) \leq x_i \tag{1}
\]

\[
\text{The condition of pareto optimality : } v(N) = \sum_{i \in N} x_i \tag{2}
\]
Analogous to the case of imputation, the core is defined by the two conditions below:

\[ \sum_{i \in S} x_i \geq v(S) \text{ for all } S \subset N \]  
(3)

Feasibility : \[ \sum_{i \in N} x_i = v(N). \]  
(4)

The core is the set of all feasible allocations that can not be blocked by any coalition. In fact, an allocation \( x \) is blocked by a coalition \( S \) if \( x(S) < v(S) \), that the coalition \( S \) can secure more benefits to their members than the proposed allocation.

The core is the set of stable allocations in the sense of equilibrium. Nevertheless, the core solution may be empty. Consequently, a player decides to move from one coalition structure to another in order to maximize his own profit and be in a stable state that can not be blocked by any coalition. To many authors, this decision is taken according to only one criterion: the money. Many authors consider a best coalition only when their members get much more money conditional on feasibility.

A more interesting situation is to take the decision not only to receive much more money but also to be the manager in the coalition structure. In the next section, we will present a new model of a coalition formation game with two criteria: money and management.

We propose to extend the model of [4, 7] to the bicriteria case. A player will prefer a coalition when not only he has a good income relative to others but also being the manager in this coalition. Therefore, the objective of our present work is to develop a methodology to guess which coalitions finally result and offer their members a better position and payoff according to the two criteria.

In the next sections, we present the principle definitions and features of our model as well as the new definition of the core when two criteria are considered: the bicore. Besides, we propose to extend the algorithm of coalition formation analyzed in [7] to our case.

4 The Model

The dynamic nature of the coalition formation process requires that even if a coalition accepts the proposal, it does not stop competing as in static approach but continues bargaining to improve their gains.

Assume that for the transition from one state to another, a player takes into consideration not only the money he will get but also the characteristics of partners in his coalition. Consequently, the decision to join a coalition depends on two complementary criteria: money and management.

Let \( N = \{1, \ldots, n\} \) be the set of players. Consider two characteristic functions \( v_1 \) and \( v_2 \). The values affected by these two functions are supposed fixed from the beginning.

\( v_1 : 2^n \backslash \emptyset \rightarrow IR \) is the characteristic function that associates every coalition with the maximum quantity of money it can gains from cooperation.

\( v_2 : 2^n \backslash \emptyset \rightarrow \{0, 1\} \) is the characteristic function that indicates which coalitions of parties have the majority.

\[ v_2(S) = \begin{cases} 1 & \text{if the coalition } S \text{ is in the majority} \\ 0 & \text{otherwise} \end{cases} \]

We interpret \( v_2(S) = 1 \) that the coalition \( S \) decides to change its position, it is the leader. Others are just followed it.

We don’t consider the case \( v_2(\{i\}) = 1, \forall i \in N \) because the singleton coalition structure \( \{\{1\}, \ldots, \{n\}\} \) will be formed and the game will be trivial.

We consider two vectors of payoffs: \( X = (x_1, \ldots, x_n) \) and \( Y = (y_1, \ldots, y_n) \) where \( X \) is an imputation defined before and \( Y \) is a binary vector. It is a collection of ones and zeros, where “1” is placed opposite a player to indicate that he is selected to be the manager or he is alone and “0” means
that these conditions are not provided. Let \( S(i) = \{ S \subseteq N / i \in S \} \) then,

\[
y_i = \begin{cases} 
1 & \text{if the player } i \text{ is a manager in } S(i) \\
\text{or remains alone} & \\
0 & \text{otherwise}
\end{cases}
\]

Therefore, a player \( i \) would join a player \( j \) to form the coalition \( \{ i, j \} \) if \( x_i \) increases and \( y_i = 1 \) at the next time step. So, a player moves when he is sure to guarantee a better share of profit with the quality of manager.

We assume that \( v_2(S) \) and \( y_i, i \in S \) are independently affected.

Defining so the second criterion, a realistic situation is that, two managers don’t coexist in the same coalition. Hence, \( \sum_{i \in S} y_i \leq 1 \).

Let our new coalitional game denoted by \( \Gamma_{v_1, v_2} = (N, v_1, v_2) \). Then, Given a particular coalition structure \( \mathcal{S} \), an outcome of the coalitional game \( \Gamma_{v_1, v_2} \) called biproposal will be defined by \( (\mathcal{S}, \frac{X}{Y}) \).

The vector \( X \) verifies individual rationality and efficiency depending on whether \( v_1 \) is given and the vector \( Y \) verifies only individual rationality. So as:

\[
x_i \geq v_1(\{i\} \forall i \in N \tag{5}
\]

\[
\sum_{i \in N} x_i = v_1(\{N\}) \tag{6}
\]

\[
y_i \geq v_2(\{i\}) \forall i \in N. \tag{7}
\]

The third condition captures the fact that any player \( i \) tries to keep the managing level or to ameliorate it as he can. We have, as previously defined in the literature, if a group of players can form a coalition which can assure its members a better payoff than the proposed allocation, this coalition will block the allocation. That is, \( S \) blocks \( X \) if \( \sum_{i \in S} x_i < v(S) \).

In our situation, if every player measures his gain according to two criteria, a distribution \( \frac{X}{Y} \) is blocked if \( \sum_{i \in S} x_i < v_1(S) \) for one coalition \( S \) in \( N \) and at least one player belonging to a leading coalition is a non manager.

**Example 1.** Consider the coalition game \( \Gamma_{v_1, v_2} \) below:

\( N = \{1, 2, 3\}, v_1(\{i\}) = 0, \forall i \in N, v_1(S) = 7 \) for \( |S| = 2, v_1(N) = 12, v_2(\{i\}) = 1, v_2(S) = 1, \forall |S| = 2, v_2(N) = 0. \)

In the state \( (\{N\}, \begin{array}{c} 8 \ 3 \ 2 \\ 1 \ 1 \ 0 \end{array}) \), the distribution \( \begin{array}{c} 8 \ 3 \ 2 \\ 1 \ 1 \ 0 \end{array} \) is not in the core since it is blocked by the coalition \( \{2, 3\} \).

In fact, \( 8 + 3 + 2 = 13 \Rightarrow \sum_{i \in N} x_i \neq v_1(N) \) so one of the feasibility conditions is violated. Moreover, \( v_1(\{2, 3\}) = 7 > 3 + 2 = 5. \) Since \( v_2(\{2, 3\}) = 1 \), the coalition \( \{2, 3\} \) is one perpetrator and the player \( 3 \) is a non manager inside this coalition. So, the coalition \( \{2, 3\} \) would deviate to achieve a better position. In conclusion, in the state \( (\{N\}, \begin{array}{c} 8 \ 3 \ 2 \\ 1 \ 1 \ 0 \end{array}) \), the distribution \( \begin{array}{c} 8 \ 3 \ 2 \\ 1 \ 1 \ 0 \end{array} \) is not a stable one.

So, seeing that the core is defined by the set of all feasible distributions that cannot be blocked by any coalition and partition the set of players so that no group wants to form a new coalition, a state \( (\mathcal{S}, \frac{X}{Y}) \) belongs to the bicore if:

\[
\begin{cases}
\sum_{i \in S} x_i \geq v_1(S) \forall S \subseteq N \\
\sum_{i \in N} x_i = v_1(N)
\end{cases} \tag{8}
\]

\[
\exists S, j \in S / v_2(S) = 0 \text{ and } y_j = 1 \\
\sum_{i \in S} y_i \leq 1 \forall S \in \mathcal{S} \tag{9}
\]
Denote the bicore by $C(F_{v_1}, v_2)$.

The equations (8) and (9) involve rationality and feasiblity according to the first and the second criteria respectively.

5 Coalition Structure Generation Algorithm

We will suggest a methodical way for the coalition formation under two criteria. Being in a dynamic context, we propose an algorithm leading either to a solution in the bicore or showing that the bicore is empty.

The algorithm is already used in [7] to show that the core is accessible from any defined state in the one level case. We adapt the steps of the algorithm in our bilevel case.

We reformulate each step in order to satisfy the assumptions of our model. The algorithm is based on the principle of domination. Firstly, we redefine the domination concept.

5.1 Domination via a Coalition $T$ in the Bicriteria Case

Define the list of vectors designing the payoffs of two players according to the first criterion by $X' = (x'_i)_{i \in N}$, $X = (x_i)_{i \in N}$ and those to the second criterion by $Y' = (y'_i)_{i \in N}$, $Y = (y_i)_{i \in N}$.

We note $(\Xi, \frac{X}{\gamma}) \rightarrow_T (\tau, \frac{X'}{\gamma'})$

5.2 Notations for the Algorithm

In this section, we give all the notations used in the algorithm analysed in section 5.3.

$N$: The set of players

$x_i$: The payoff of the player $i$ in money

$X = (x_i)_{i \in N}$: The vector of payoffs according to the first criterion: money
after one possible deviation, overpaid players in the deviating coalition divide the surplus fairly.

\[ b \in v \]

We begin by searching such coalitions in move from one state to another. When a coalition according to the first criterion decides to deviate. Otherwise, the game still static and players can’t a minimal existing one. If there does not exist such coalition, the player with the worst position we would fix a new outcome \( Y \geq v \) in the bicriteria case.

5.3 Analyzing the Different Steps of the Algorithm in the Bicriteria Case

**Step 1:** Selecting overpaid players.

During this step, we determine the set of overpaid players, those that can’t help for going to the bicore and we can’t sentence them for this behavior.

Let \( b_0 = (3_0, X_0) \) be the initial state that does not belong to the bicore and \( a = (3, X) \) be an element of the bicore. A player \( i \) such that \( x_{0i} > x_i \) and \( y_{0i} \geq y_i \) is said to be overpaid relative to \( a \). We denote the set of overpaid players by \( O(b_0, a) \).

If \( a \) dominates \( b_0 \) via a particular coalition, the process is almost finished. If it is the case, the latter will be a stable state of the coalition formation process. Otherwise, we look for a state \( a^* = (3^*, X^*) \) in the bicore that minimizes the number of overpaid players. We call \( a^* \) an efficient core state.

Therefore, we want to minimize \( |X_0(S) - X^*(S)| = |\sum_{i \in S} x_i - \sum_{i \in S} x_i^*| \) and makes \( y_{0i} - y_i^* = 0 \) or \( |Y_0(S) - Y^*(S)| = |\sum_{i \in S} y_i - \sum_{i \in S} y_i^*| \) as minimum as possible for players in the overpaid set relative to \( a^* \) denoted by \( S = O(b_0, a^*) \).

Here, if the number of bicore states is more than two, we keep only the two states that assures the minimum surplus according to the first criterion. We suppose that players in these cases favor the money to the management.

**Step 2:** Selecting a deviating coalition \( C \).

In this step, we look for blocking coalitions. Indeed, a coalition \( C \) blocks the outcome \( X_0 \) if: \( v_1(C) > X_0 \) and \( v_2(C) = 1 \) and \( y_{0i} = 0 \forall i \in C \).

We begin by searching such coalitions in \( 3^* \). If \( 3^* \) does not contain a blocking coalition, we choose a minimal existing one. If there does not exist such coalition, the player with the worst position according to the first criterion decides to deviate. Otherwise, the game still static and players can’t move from one state to another. When a coalition \( C \) deviates to reach a new state \( b_1 \), we note \( b_0 \leftarrow C b_1 \).

**Step 3:** Selecting a deviating outcome.

We would fix a new outcome \( b_1 = (3_1, X_1) \) with reference to the deviating coalition \( C \). In this stage, we have \( X_0(C) < v_1(C) \leq X^*(C) \), \( v_2(C) = 1 \) and \( y_{0i} = 0 \forall i \in C \), \( X^*(N) = v_1(N) \) and \( 3S, j \in S \). \( v_2(S) = 0 \).

After one possible deviation, overpaid players in the deviating coalition divide the surplus fairly.
Inside the deviating coalition, the player who has the maximum value according to the first criterion becomes a manager. Hence, the new values are:

\[
x'_{1i} = x_{0i} + \frac{1}{|C \cap S|} [v_i(C) - X_0(C)] \text{ if } i \in O(b_0, a^*) \cap C
\]

\[
x'_{1i} = x_{0i} \text{ if } i \in C - O(b_0, a^*)
\]

\[
y'_{1i} = \begin{cases} 1 & \text{if } x_{0i} = \max_{j \in C} x_{0j} \\ y_{0i} & \text{otherwise} \end{cases}
\]

The ex-partners of \(C\) become singletons and receive their reservation payoffs: \((v_1(\{i\}), 1)\).

**Step 4:** If \(b_1\) belongs to the bicore or \(b_1\) is dominated by an element of the bicore, stop. Otherwise, repeat step 1, 2 and step 3 with \(b_0 = b_1\).

### 5.4 Example of an Application of the Algorithm to the Case of Three Players

In the coalition game \(\Gamma_1, \nu_2\) described before, we distinguish two computational problems. First, we have to find all coalitions and the values of those associated to the criterion. If we assume that the set of players is \(N = \{1, ..., n\}\), then there are \(2^n - 1\) coalitions. Second, we will specify different coalition structures which grow when the number of players grow. This number is \(\sum_n S(n, i)\) where \(S(n, i)\) is the coalition structure composed with \(i\) coalitions known as the Stirling number caught in a recurrent way:

\[
\begin{align*}
S(n, n) &= S(n, 1) = 1 \\
S(n, i) &= S(n - 1, i - 1) + iS(n - 1, i)
\end{align*}
\]

**Proposition 1.** The number of coalition structures is \(O(n^n)\) \([11]\).

The number of coalition structures is so big to have an accurate optimal solution. In our application, the problem is not ours. We are interested with only three players. So, we deal only with seven coalition and five coalition structures.

**Example 2.** Let \(N = \{1, 2, 3\}\) be the set of players. Different values of coalitions under the two characteristic functions are as follow:

\[
v_1(\{1\}) = 1, \quad v_1(\{2\}) = 1, \quad v_1(\{3\}) = 2, \quad v_1(\{1, 3\}) = 7, \quad v_1(\{1, 2\}) = 0,
\]

\[
v_2(\{2, 3\}) = 4, \quad v_2(\{1, 2, 3\}) = 8
\]

There are five states, each one is described by a coalition structure and a distribution of payoffs according to the two criteria. We denote a state \(s_i\) by the pair \((3_i, X_i, Y_i)\), \(X_i = (x_{1i}, x_{2i}, x_{3i})\) and \(Y_i = (y_{1i}, y_{2i}, y_{3i})\).

\[
s_0 = (\{\{1\}, \{2\}, \{3\}\}, \begin{bmatrix} 3 & 1 & 7 \\ 1 & 0 & 0 \end{bmatrix}),
\]

\[
s_1 = (\{\{1, 2\}, \{3\}\}, \begin{bmatrix} 1 & 1 & 6 \\ 1 & 0 & 0 \end{bmatrix}),
\]

\[
s_2 = (\{\{1, 3\}, \{2\}\}, \begin{bmatrix} 3 & 1 & 4 \\ 1 & 0 & 0 \end{bmatrix}),
\]

\[
s_3 = (\{\{1\}, \{2, 3\}\}, \begin{bmatrix} 2 & 2 & 2 \\ 1 & 1 & 1 \end{bmatrix}).
\]
Step 3
If the new state is in the bicore or dominated by a state in the bicore, the process is finished and we have to select a deviating outcome as shown previously: the players in \( C \) is relative to \( \Gamma \) with at least the same level of managing in the coalition structure \( b \). Let \( E = \{ s_0, s_1, s_2, s_3, s_4 \} \).

We suppose that these states are a priori states. Through the algorithm, they change into posteriori states.

The bicore is \( \mathcal{C}(\Gamma_{v_1, v_2}) = \{ (3, x_1 x_2 x_3, y_1 y_2 y_3) \} \) such that \( x_1 + x_2 + x_3 = 8 \), and 
\[
X(S) = \sum_{i \in S} x_i \geq v_1(S), \forall S \subseteq N \text{ and } 3 \subseteq N / v_2(S) = 0 \text{ and } y_j = 1, j \in S \text{ and } \sum_{i \in S} y_i \leq 1 \forall S \in 3.
\]

First, we determine states which are in the bicore. We remark that \( \mathcal{C}(\Gamma_{v_1, v_2}) = \{ s_1, s_2 \} \). Generally we start our algorithm with a singleton coalition structure which is a non bicore state, otherwise the coalition formation process is inessential.

Stage 1

Step 1
Let \( b_0 := s_0 \) and \( a := s_1 \). There is no coalition \( T \) in \( \mathcal{Z}_0 \) such that \( s_1 \) dominates \( s_0 \) via \( T \).

The set of overpaid players relative to \( s_1 \) is:
\[
\mathcal{O}(s_0, s_1) = \{ i \in N / x_{0i} > x_{1i} \text{ and } y_{0i} > y_{1i} \},
\]
the set of players in \( \mathcal{Z}_0 \) that have much more money with at least the same level of managing in the coalition structure \( \mathcal{Z}_1 \). After a few calculation, we conclude that \( \mathcal{O}(s_0, s_1) = \{ 3 \} \). In this case, we look for one state \( \alpha^* \) belonging to the bicore \( \mathcal{C}(\Gamma_{v_1, v_2}) \) that minimizes \( X_0(\{ 3 \}) - X_1(\{ 3 \}) \) and \( Y_0(\{ 3 \}) - Y_1(\{ 3 \}) \) for \( i \in \{ 1, 2 \} \). We have:
\[
X_0(\{ 3 \}) = x_{03} = 7, \quad Y_0(\{ 3 \}) = y_{03} = 0, \\
X_1(\{ 3 \}) = x_{13} = 6, \quad Y_1(\{ 3 \}) = y_{13} = 0, \\
X_2(\{ 3 \}) = x_{23} = 4, \quad Y_2(\{ 3 \}) = y_{23} = 0.
\]

So, the efficient core state is \( \alpha^* = s_1 \).

Step 2
We look first for a deviating coalition in the partition \( \mathcal{Z}_1 = \{ \{ 1, 2 \}, \{ 3 \} \} \) corresponding to the coalition structure of \( \alpha^* \). We do find a coalition \( S \) that blocks \( s_0 \), that is to verify these two conditions:

1. \( v_1(S) > X_0(S) \)
2. \( v_2(S) = 1 \text{ and } y_{0j} = 0 \), for at least one \( j \in S \)

We remark that none of the coalitions verify these conditions. Hence, we choose a player who is in a worst position. The payoffs of the singleton player 2 are the worst. Hence, the deviating coalition is \( C = \{ 2 \} \).

Let the new state be \( b_1 = (\mathcal{Z}_1', \lambda_1' x_1' y_1' ) \), we conclude that \( s_0 \leadsto_{\{ 2 \}} b_1 \).

Step 3
We have to select a deviating outcome as shown previously: the players in \( C = \{ 2 \} \) that are overpaid relative to \( s_1 \) receive their initial value with dividing up the surplus: \( v_1(\{ 2 \}) - X_0(\{ 2 \}) \). Those in \( C \) and not overpaid keep their initial value. Moreover, ex-partners of \( C \) receive their reservation value \( (v_1(\{ 1 \}, 1) \).

The set of overpaid players relative to \( s_1 \) is: \( \mathcal{O}(s_0, s_1) = \{ 3 \} \)
\[
C \cap \mathcal{O}(s_0, s_1) = \emptyset. \quad \text{So,}
\]
\[
x_{j2} = x_{02} = 1, \quad y_{j2} = 1, \\
x_{j1} = x_{01} = 3, \quad y_{j1} = y_{01} = 1, \\
x_{13} = x_{03} = 7, \quad y_{13} = y_{03} = 0.
\]

Finally \( b_1 = (\{ 1 \}, \{ 2 \}, \{ 3 \}, 3 1 7 1 1 0 ) \)

Step 4
If the new state is in the bicore or dominated by a state in the bicore, the process is finished and
this last state is a stable one. First, $b_1$ is not in the bicore because $X'_1(\{1, 2, 3\}) = 3 + 1 + 7 = 10 \neq v_1(\{1, 2, 3\}) = 8$. Second, $s_2$ and $s_1$ don’t dominate $b_1$. So, we repeat the same steps with a new initial state equal to $b_1$.

At last, we obtain a sequence of deviating biproposals: $s_0 \mapsto \{2\} b_1$.

We note that in this case, at the next stages, the new state remains the same and is equal to $b_1$ which is not in the bicore. Therefore, we can’t reach a bicore state for this game.

Contrary to the model of [7] that shows that the core is accessible for only one criterion, this study should be extended to adress several issues. However, it takes into consideration the management issue which is an important and an advantageous situation in some society.

6 Conclusion and Future Research

In this paper, we described a new cooperative game among players measuring their payoffs according to two criteria: money and managing. For this purpose, we extended the coalition game suggested in [4] with only one characteristic function to a game with two characteristic functions. After that, we paid our attention to the core. We gave a suitable definition of the core which reflects stable states under the two criteria.

We developed an algorithm basically founded from our definitions of the bicore concept and blocking coalitions, those that inhibit or permit a state to be in the bicore. This algorithm permits us to give an accurate solution for a player in order to help him to be in the most stable coalition structure. We notice that there are games where the algorithm falls in a case with cyclical steps as shown in the last example. In this case, the game can’t have a realistic stable state.

In future research, we firstly intend to enlarge the size of the games that were relatively small. Secondly, we should formulate a coalition formation problem with multietricitria and define the equilibrium in this case.
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Abstract. Most of the present structures in the nature are structures of uniform tension. There are a multitude of examples: branches of trees, the tubular form of the alive beings, etc. The simplest example can be a soap bubble. One of the great problems to which engineers have to afford to calculate a structure is its discretization. Discretization is necessary in order to apply structural analysis methods as MEF or BEM and calculate displacements and deformations of the structure. In this article we present a new mapping method inspired by the growth of the alive beings instead of in the final form of the structure so and as it has been made until now. This new method is giving better results than its predecessors in some problems of engineering, as they are the tightened structures or the pneumatic structures. The most important contribution of this new approach is that due to mapping in topology an initial guess of the equilibrium position is not needed as part of the solution process. The easiness of implementation is also illustrated in this paper, along with future research that may improve this new idea. Several examples are presented that illustrate the applicability of this new method.

1 Introduction

The great difference between structures done by the man, like the buildings, and the structures of the nature, like the trees, are that first they become as they are conceived and the last ones grow. Often the engineers we are ourselves forced to construct such and as it makes the nature and our initial intuition is no longer valid. For example, we imagine that we want to construct an inflatable cover with several conditions of contour; most healthful it is to make a bubble of soap and to copy its form, see Figure 1. If we try to construct something like that we will have serious problems of engineering if we did not copy the soap bubble as the famous German engineer Frei Otto did.

In this paper we displayed a discretization based on the growth and not on the final form. From this point of view, topologic patterns are more adapted than the geometric ones. The former reflect a growth prototype. In this publication we have applied this idea to a simple problem: the existing balance in the structures of constant stress as they can be the soap bubbles.

Topological techniques based on growth patterns have been presented recently by Hernández-Montes et al (2006).

Equilibrium in constant stress structures

The force density method (FDM) was initially presented by Linkwith and Shek (1971). This method is based upon the force-length ratios or force densities which are defined for each branch of the net structure. Shek (1974) shows that the force densities are very suitable for the description of
the equilibrium state of any general network. The FDM renders a simple linear system of equations for a possible initial configuration. FDM was a big improvement over the Grid Method (Siev 1964) which is one of the most simple methods of form finding. In the Grid Method a horizontal grid is laid out under the structure and horizontal displacements of the joints are neglected, so the equilibrium is solved in the horizontal plane. Vertical equilibrium for each of the joints is used to calculate the elevation of each of the grid points through a linear system of equations.

In the FDM equilibrium shape and prestress distribution are unknowns. Haber and Abel (1982a and 1982b) presented the “smoothing concept” which allows the designer to solve for the shape of the reference configuration in terms of an assumed prestress distribution. Using this method the equilibrium equations are nonlinear, and consequently iterative techniques are required for the solution. A good example of today’s use of linear methods can be seen in Levy and Spillers (1998). They use FDM and the Grid-Method as a simple practical approach to design through the use of geometrically nonlinear analysis.

2 The force-density method

The starting point for the FDM is a pin-joint network consisting of cable or bar elements, in which some of the points are fixed and the others are free, and the free points will have to find a position in the equilibrium configuration. This paper is related to this starting point, and the objective is to generate the pin-joint network topologically rather than geometrically, as done so far.

As we can contemplate through the many examples presented, for example, in the book of Levy (2004), an initial guess of the shape is needed in order to generate a network, for instant the approximate shape of the horizontal projection. With this initial shape it is easy to consider a network even when we pick only the connections as input in the FDM, this way of doing is called “geometrical mapping” in this paper, in order to differentiate it from the method proposed here.

For the sake of simplicity the notation used by Shek (1974) for the force density method is also used here. Small changes and explanations are also introduced in order to make the paper self-contained and in order to apply the use of the topological mapping proposed in this paper.

\[
C = \begin{bmatrix}
1 & 0 & -1 & 0 \\
0 & 0 & 1 & -1 \\
0 & 1 & -1 & 0
\end{bmatrix}
\]

For a given pin-joint network with \( n \) nodes and \( m \) branches, the branch-node matrix \( C \) is a \( m \times n \) matrix used in the FDM to define the connectivity of the nodes as indicated in Figure 2.
shown in Figure 2, each branch or connection \( j \) links two nodes \( i(j) \) and \( k(j) \). for \( i<k \) the elements of the branch-node matrix \( C \) can be defined as follows:

\[
C(j,r) = \begin{cases} 
+1 & \text{if } i(j) = r \\
-1 & \text{if } k(j) = r \\
0 & \text{for the rest}
\end{cases}
\] (1)

The nodes \( P_i \) have coordinates \((x_i, y_i, z_i)\), \( i=1, \ldots, n \). Some of these nodes are fixed, and they will constitute the input data for the initial equilibrium configuration problem. The \( x, y \) and \( z \)-coordinates for each of the nodes can be grouped in the \( n \)-vectors \( x, y \) and \( z \). The \( m \)-vector \( l \) contains the lengths \( l_j \) of each branch \( j \), and the vector \( s \) is the \( m \)-vector formed by the branch forces \( s_j \) of each branch \( j \). The nodal loads are characterized by means of \( n \)-vectors \( p \) containing the force components \( p_x, p_y \) and \( p_z \).

The equilibrium equations for each node may now be established. In the case of Figure 2, the equilibrium equations for node 3 come from the projections of the forces along each one of the axes:

\[
\begin{align*}
\frac{a_1}{l_1}(x_3 - x_1) + \frac{a_2}{l_2}(x_3 - x_4) + \frac{a_3}{l_3}(x_3 - x_2) &= p_{3x} \\
\frac{a_1}{l_1}(y_3 - y_1) + \frac{a_2}{l_2}(y_3 - y_4) + \frac{a_3}{l_3}(y_3 - y_2) &= p_{3y} \\
\frac{a_1}{l_1}(z_3 - z_1) + \frac{a_2}{l_2}(z_3 - z_4) + \frac{a_3}{l_3}(z_3 - z_2) &= p_{3z}
\end{align*}
\] (2)

The great advantage of the FDM is the introduction of a parameter \( q \), which is defined as the force-length ratio or force density for the branches. If \( q \) is constant then the equilibrium equations become a linear system.

For a more general formulation of the FDM, the coordinate differences \( u, v \) and \( w \) of the connected nodes are considered. These are \( m \)-vectors that can be obtained using the \( C \) matrix as follows:

\[
\begin{align*}
u &= Cx \\
v &= Cy \\
w &= Cz
\end{align*}
\] (3)

Considering that the matrices \( U, V, W \) and \( L \) are the diagonal matrices resulting from placing the vectors \( u, v, w \) and \( l \) in the main diagonal, the equilibrium equations for the complete network may be cast in the following form:

\[
\begin{align*}
(C^tUL^{-1})s + p_x &= 0 \\
(C^tVL^{-1})s + p_y &= 0 \\
(C^tWL^{-1})s + p_z &= 0
\end{align*}
\] (4)

A key property of the FDM is that the above system of equations is a linear system under the following assumption:

\[
q = L^{-1}s
\] (5)
where \( q \) is an \( m \)-vector containing the force-density ratios \( q_j \) of all the branches. Finally, taking into account the following identities:

\[
\begin{align*}
(C^TQC)x + p_x &= 0 \\
(C^TQC)y + p_y &= 0 \\
(C^TQC)z + p_z &= 0
\end{align*}
\] (6)

And letting \( Q \) be the diagonal matrix that contains \( q \), the following equilibrium equations may be obtained:

\[
\begin{align*}
Uq &= Qu \\
Vq &= Qv \\
Wq &= Qw
\end{align*}
\] (7)

The above system of equations constitutes a linear system where the known values are the coordinates of the fixed points, the topology of the pin-joint network, and the force density values. The unknowns are the coordinates of non-fixed nodes.

3 Growth Patterns

Topology mapping is based on the idea of different growth patterns together with the fact that no initial coordinates are needed for the FDM, rather the connectivity between nodes. Taking advantage of this property a mapping is performed in topology, so the initial guess of the shape is no longer needed. This procedure has been called “topological mapping” (Hernández-Montes et al. 2006)

![Fig. 3. Growth pattern or basic network type A.](image)

The main feature of the topological mapping is that with a few topological rules a mapping can be performed independently of the final geometric configuration. Based on this new concept
many types of topological networks can be selected and performed. Three **basic growth patterns** are presented here: type A, type B and type C that correspond to Figures 3, 4 and 5, respectively. The basic networks are classified in close network (for close structures a cells or animal bodies) and open network as tress.

In case of the type A open basic network (Figure 3), the connectivity between nodes is represented by thick and dashed lines, and the nodes are black or gray (with no difference among them). In case of the type A close basic network (Figure 3), the connectivity between nodes is represented by thick lines, and dashed lines mean repeated connections. In the case of the type A close basic network the black circles represent nodes, and the gray circles represent repeated nodes.

![Diagram](image)

**Fig. 4.** Growth pattern or basic network type B.

Three symbols are needed in order to illustrate growth pattern type B (Figure 4). Black, gray and empty circles mean nodes in the open network or growth pattern type B. In the case of close networks, a black circle means node, gray circle means repeated node and empty circle means non existing node. The same for the thick line, dashed thick line and dashed thin line, all of them mean connectivity in open network; and for close network they mean connectivity, repeated connectivity and non existing connectivity, respectively.

The behavior of the basic network type C (Figure 5) open or close is similar to network type A.

The basic network A correspond to a pattern in which each node at a given step is connected to the adjacent ones on the same step as well as three more nodes of the following step. In this way the number of nodes of each step is double the amount of the previous one for the closed configuration, and double plus one node for the open configuration.

The basic network B is similar to type A with the difference that each node at a given step is connected to two nodes of the following step. With network B the number of nodes of each step is equal to that of the previous step for the closed configuration and the previous plus one for the open configuration.
The pattern of basic network C is such that each node at a given step is connected alternatively to one or three nodes of the next step. In this way the number of nodes in each step remains the same for both open as well as closed networks.

The described basic networks originate from an initial node that is connected to the \( n \) nodes of the second step. However, this initial node may be suppressed in open networks, as well as closed networks whenever it is desired to create a new interior contour in the interior of the net.

The algorithms that generate close networks require a reduced and simple data input, namely: the location of the fixed nodes, the force densities of the interior and exterior branches, and the topology of the net. The topology is characterized by the number of nodes of the second step, the number of steps and the basic pattern. The distribution of nodes of the last step along the contour as well as the fixed points is done in an automatic way for closed networks. In this way for any given contour, it is possible to directly generate an equilibrium configuration. On the other hand, with open network is more complicated since all the steps share nodes on the given contour.

An example of the solutions of the form-finding problem solved using the network types A, B and C are illustrated in Figures 6a, 6b and 6c for closed basic networks. The solutions for the case of open networks are shown in Figures 7a, 7b and 7c. For the closed networks the nodes in the last step are the nodes located at the exterior of the final configuration as well as the fixed nodes. The amount of nodes between consecutive fixed points is proportional to the length between them. In the case of open networks the outside nodes correspond to the outside of the graph tree.

4 Simple networks

The basic networks may present several problems if directly applied. For example, types B and C require a high number of nodes in their second step for closed networks. On the other hand, network A produces a high number of nodes just after a few steps. These limitations may be eliminated by using topology combinations of the basic networks A, B and C to form what we call simple
networks. In this case, the user needs to define the desired sequence of combinations. This type of network becomes specially suited whenever the final configuration has a sensible radial symmetry. The use of simple open networks is especially indicated for the case of elongated equilibrium configurations as illustrated in Figure 8.

For practical application of this procedure, the fixed points of the structure correspond to nodes of the growth pattern. The allocation of these nodes is by means of numerical algorithms that consider the distances between these fixed points. The number of steps in each growth pattern is selected by the engineer. The number of steps will be chosen that produces the wished resolution.

Recently an experiment has been carried out applying the techniques of discretization based in growth patterns. The experiment has supposed the first transmission of technology to the industry of this new technique, Figure 9.
5 Conclusions

In this paper a procedure based on growth patterns for mapping is presented. The method deals with several growth patterns and it is topology based. The method is easy to use and leads to different choices of final configurations. As first step these methods have been applied to structural simple behaviors and constitute a straightforward and efficient method to obtain a first equilibrium configuration of any type of tension structures.
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Fig. 8. Examples of the adaptability of simple closed networks to the different contour conditions.

Fig. 9. Experiment of discretization based on Growth patterns.
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Appendix. Notation

\[ C = \text{branch} - \text{nodematrix} \]
\[ i(j) = \text{node } i \text{ of branch } j \]
\[ j = \text{branch} \]
\[ k(j) = \text{node } k \text{ of branch } j \]
\[ l_j = \text{length of branch } j \]
\[ l = \text{vector of the length of the branches} \]
\[ p_x, p_y, p_z = \text{vectors of the force components for each node} \]
\[ q_j = \text{force-density ratio of branch } j \]
\[ q = \text{vector containing the force-density ratios } q_j \text{ of all the branches} \]
\[ r, P_i = \text{node} \]
\[ s_j = \text{force of the branch } j \]
\[ s = \text{vector formed by the branch forces} \]
\[ u, v, w = \text{coordinate difference of the connected nodes} \]
\[ U, V, W, L, Q = \text{diagonal matrices resulting from placing the vectors } u, v, w, l \text{ and } q \text{ in the main diagonal} \]
\[ x_i, y_i, z_i = \text{coordinates of node } i \]
\[ x, y, z = \text{vectors of nodal coordinates, } x_i, y_i \text{ and } z_i \text{ respectively} \]