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A B S T R A C T
Expectation Maximization (EM) based inference has already proven to be a very powerful tool to solve blind image deconvolution (BID) problems. Unfortunately, three important problems still impede the application of EM in BID: the undesirable saddle points and local minima caused by highly nonconvex priors, the instability around zero of some of the most interesting sparsity promoting priors, and the intrinsic high computational cost of the corresponding BID algorithm. In this paper we first show how Super Gaussian priors can be made numerically tractable around zero by introducing the family of Huber Super Gaussian priors and then present a fast EM based blind deconvolution method formulated in the image space. In the proposed computational approach, image and kernel estimation are performed by using the Alternating Direction Method of Multipliers (ADMM), which allows to exploit the advantages of FFT computation. For highly nonconvex priors, we propose a Smooth ADMM (SADMM) approach to avoid poor BID estimates. Extensive experiments demonstrate that the proposed method significantly outperforms state-of-the-art BID methods in terms of quality of the reconstructions and speed.

1. Introduction
In the imaging process, factors like camera shake, defocus and atmospheric turbulence cause blurriness in the observed image. To remove the undesirable blur, one can use nonblind or blind deconvolution methods, depending on whether the blur is known or unknown, respectively. Blind image deconvolution (BID) is an interesting and challenging problem which finds application in areas like astronomical imaging, medical imaging, and computational photography [1].

In general, the degraded image \( y \) can be approximately modeled as [2]
\[
y = Hx + n
\]
where \( x \) and \( n \) are the original image and noise, respectively, and \( H \) is the convolution matrix formed from the blur kernel \( h \).

Given a single degraded image \( y \), the BID goal is to estimate the original image \( x \) and blur kernel \( h \). BID is a severely ill-posed inverse problem, since there are infinitely many solutions for \( x \) and \( h \). To find the desirable ones from the set of uncountable solutions, additional assumptions on both \( x \) and \( h \) are indispensable. During the last decade, BID has been intensively studied in the image processing and computer vision communities [3–21]. It could be rightly claimed that the vast majority of state-of-the-art BID methods make use of sparsity promoting image priors. Most existing BID methods can be classified into three categories, that is, VB (variational Bayes), MAP (maximum a posterior), and other methods which we now briefly review. Notice that in this classification EM inference is included in the VB category.

Miskin and MacKay [3] assume a mixture of Laplacian priors for cartoon images and propose a VB approach, termed ensemble learning, to estimate the blur. Likas and Galatsanos [4] propose a similar VB approach with Gaussian priors, see also Molina et al. [22] for VB with Gaussian priors for image and blur. Fergus et al. [5] exploit a mixture-of-Gaussians (MOG) prior and extend the VB approach [3] to handle natural images with nonparametric motion blurs. Levin et al. [10] also utilize an MOG prior on the latent image and propose a \( MAP_h \) approach, namely marginalizing all latent images and estimating the kernel alone. Making use of the conjugate concave principle, Babacan et al. [13] propose a general
Bayesian framework, which allows the use of general sparse priors for BID. This framework includes [5] and [10] as particular cases. Recently, following the MAP$_p$ approach [10] and assuming a Gaussian representation model, Zhang and Wipf [20] have proposed a BID method with parameter estimation to remove camera shake. Following the work in [13], Vega et al. [21] suggest introducing an additional parameter on the image prior and show that this parameter can be used to improve the quality of the restoration. Interested readers are referred to [2] and [23] for recent reviews on VB based BID methods.

Instead of imposing a prior distribution on the latent image, one can also use shock filters [24] to promote sparsity, see [7,8,16]. The shock filter provides a highly smooth image with predicted sharp step edges, which can be used as a reference image to regularize the latent image. Since the predicted step edges are probably inaccurate, a better approach is to use nondimensional sparsity measures [11,19,17], which model ideal step edges as local minima. Sun et al. [14] propose a parametric step edge model to promote sparsity, where the parameters are learned from synthetic or natural image patches. Recently, Perrone and Favaro [25] have proposed a logarithmic TV (Total Variation) based BID methods using a delayed kernel normalization scheme [26]. The above MAP methods seek a cartoon like image to estimate the blur kernel and hence are robust to noise; however they may fail if the original image lacks step edges or is dominated by textures.

While most of the existing BID methods focus on image priors, priors on the kernel have received much less attention. Cai et al. [9] suggest using curvelet representations for motion blurs, since the curvelet representation takes into account both the continuity and sparsity of motion blur kernels. Goldstein and Fattal [12] propose a spectrum power prior on the blur kernel, based on the assumption that the spectrum power of a natural image drops quadratically as the frequency increases. Zhou et al. [27] propose a variational Dirichlet approach to estimate the blur kernel and show that it helps reduce noise in the estimated kernel.

Although Super Gaussian (SG) [13] distributions have proven to be the right tool to introduce prior information in BID, some of the most widely used such distributions, like $t_p$ and log priors, suffer from lack of differentiability around zero. In this paper we introduce in a sound way a new family of SG distributions fully differentiable and thus well behaved around zero. We call them Huber Super Gaussian (HSG) priors.

As is widely known, VB based BID methods involve two major steps: image and kernel estimation. They correspond to solving large-scale linear equation problems and providing solution to large scale quadratic problems with constraints, respectively. In this work, by incorporating the latest techniques in image deconvolution [13,28], we also present a fast Bayesian blind deconvolution method formulated in the image space for Huber Super Gaussian priors.

Recent advances in BID [13,20,17,23,25,27] show that highly nonconvex priors are very effective in BID problems. However, the local minima and saddle point problem caused by nonconvex priors, e.g., log prior, has not been well addressed. We report that the EM approach, which provides an estimate of the mean of the posterior distribution of the latent image and has been used in Bayesian BID methods [10,13,20], often leads to a stationary point with a large objective function value and an image estimate which is not adequately smooth. We show that, with suitable parameter settings and iterative schemes, ADMM can be used to tackle this problem. The proposed ADMM with a large penalty weight finds a smooth approximate solution to the reweighted linear equations, rather than the exact solution as searched by the EM approach. Experiments show that the proposed ADMM, which seeks a smooth image mean rather than the exact image mean provided by the EM approach, leads to a smoother image with a lower cost value, and the proposed BID method significantly outperforms state-of-the-art BID methods in terms of restoration quality and speed.

In summary, the contributions of this paper are a) the introduction of the Huber Super Gaussian prior family to improve numerical stability and convergence speed, and b) a fast method for nonconvex image deconvolution, which avoids undesirable stationary points and yields comparable or even better results than the EM approach in terms of ringing artifact reduction.

The paper is organized as follows. In section 2 we formulate the BID problem. We introduce the observation model, define the family of Huber Super Gaussian priors and present the inference framework. Section 3 is devoted to the image and blur reconstruction algorithms. Section 4 discusses, in detail, all the parameters involved in the BID algorithm we propose. Section 5 compares our approach with current state-of-the-art BID algorithms, and section 6 concludes the paper.

2. Prior model

Let the sizes of $y$, $x$, and $h$ in Eq. (1) be $\sqrt{N} \times \sqrt{N}$, $\sqrt{N} \times \sqrt{N}$ and $\sqrt{K} \times \sqrt{K}$, respectively. We assume that $h$ is block circulant with circulant blocks, and then $H = F^{-1} diag(\mathcal{H}) F$, where $F$ denotes the 2-D DFT and $\mathcal{H} = F P h$ is the Fourier transform of $h$, with $P$ being an $N \times K$ matrix that pads $h$ with zeros to the size $\sqrt{N} \times \sqrt{N}$. The dimensions of $h$ and $diag(\mathcal{H})$ are therefore $N \times N$. For simplicity, we overload the notations $x$, $y$, and $h$ with two meanings, a 2-D array or a column vector arranged in lexicographic order, which notation is being used will be clear from the context.

Assuming an i.i.d. Gaussian noise with variance $\sigma^2$, we can write

$$p(y|x, h) = \frac{1}{(\sqrt{2\pi} \sigma)^N} \exp\left(-\frac{\|Hx - y\|^2}{2\sigma^2}\right) \quad (2)$$

Let us now proceed to define the image prior model we use in the paper by introducing first its energy (penalty) function.

Let $ho(s) : \mathbb{R} \to [-\infty, +\infty]$ be symmetric zero around zero with $ho(\sqrt{s})$ concave and increasing for $s \in [0, \infty)$. This condition is equivalent to $\rho'(s)/s$ being decreasing on $(0, +\infty)$, that is, for $s_1 \leq s_2$, $\rho'(s_1)/s_1 \geq \rho'(s_2)/s_2$. A probability distribution of the form $p(s) \propto \exp(-\rho(s))$ is called a Super Gaussian (SG) distribution. SG distributions promote sparsity. Their use in blind image restoration problems was first proposed in [13]. Examples of energies associated to SG distributions are shown in Figs. 1(a) and 1(b), in which $\rho(s) = \log(|s|)$, the so-called log prior, was first introduced in [13].

The energy, $\rho(\cdot)$, associated to an SG distribution can be represented as (see [29])

$$\rho(s) = \inf_{\xi > 0} \frac{1}{2} \xi s^2 - \rho^*\left(\frac{1}{2}\xi\right) \quad (3)$$

where $\rho^*(\xi/2)$ is the concave conjugate function

$$\rho^*(\frac{1}{2}\xi) = \inf_{\xi > 0} \frac{1}{2} \xi s^2 - \rho(s) \quad (4)$$

Furthermore, as shown in [13], the infimum in (3) is achieved at $\xi = \rho'(s)/s$.

Equation (3) provides a quadratic upper bound to the energy of an SG distribution which naturally leads to a Gaussian approximation. Unfortunately, for very useful energies associated to SG distributions, like $\rho(s) = |s|^p/p$ ($0 < p < 1$) and $\rho(s) = \log(|s|)$, $\rho(s)$ is not differentiable at zero and $\xi = \rho'(s)/|s|$ is unbounded as $s$ approaches zero. We overcome this problem by defining here
\[
\rho(s) = \frac{1}{Z} s^2 e^{-s^2/2} - \frac{s}{\sqrt{2\pi\sigma_j^2}} \exp \left( -\frac{s^2}{2\sigma_j^2} \right)
\]

(a)

\[
\rho'(s)/s = \begin{cases} 
\rho(s)/2 & \text{for } s \geq \epsilon \\
\rho'(s)/s & \text{for } 0 \leq s \leq \epsilon 
\end{cases}
\]

(b)

\[
\rho_e(s) = \min(\rho'(s)/s, \rho'(\epsilon)/\epsilon) = \begin{cases} 
\rho(s)/s & \text{for } s \geq \epsilon \\
\rho'(s)/s & \text{for } 0 \leq s \leq \epsilon 
\end{cases}
\]

(c)

and so \(\rho_e(s)\) is also the energy of an SG distribution.

For the log and \(L\) priors mentioned above we have \(\rho_e(s)/s = \min(s^{-2}, \epsilon^{-2})\) and \(\rho_e'(s)/s = \min(s^2, \epsilon^2\epsilon^{-2})\), respectively, see Fig. 1(d). The use of \(\rho_e(s)\) makes \(\rho(s)\) differentiable at zero and the prior tractable. Following the terminology in [30], we call these priors Huber Super Gaussian (HSG) priors. We defer the definition of this prior to section 4.

Having defined the robust energy associated to an HSG distribution, we now proceed to introduce the image model we use. The prior \(p(x)\) on the latent image has the form

\[
p(x) = Z \exp \left( -\frac{1}{2} \sum_{i=1}^{N} \rho_e(x_f(i)) \right),
\]

(7)

where \(x_f = f \otimes x\) with \(\otimes\) denoting a circular convolution operator and \({f_f}\) being a set of \(L\) high pass filters. We will discuss the filters used in this work in the experimental section.

For the blur we do not assume any prior knowledge apart from the fact that it must be nonnegative and its coefficients should add to one. That is, \(p(h) \propto \text{const.}, \text{subject to: } h(i) \geq 0, \sum_i h(i) = 1\).

3. Bayesian inference

The process to estimate the blur and the image will be carried out as follows. First, we estimate the blur using the EM approach to solve

\[
\hat{h} = \arg \max_h \int p(x, h, y) dx
\]

\[
s.t. h(i) \geq 0, \sum_i h(i) = 1,
\]

and then once the blur has been estimated we use it to estimate the original image utilizing a nonblind image deconvolution algorithm. Notice that, in principle, we should use \(p(x|h, y)\) to estimate the original image. However, our sparsity promoting image prior based on \(\rho_e(\cdot)\) is designed to obtain a good blur estimate when the joint distribution is marginalized on the image at the cost of removing fine details in the image estimate.

Directly applying EM inference on \(p(x|h, y)\) to estimate the blur is infeasible due to the form of \(p(x)\). Since \(\rho_e(s)\) is the energy associated to an SG distribution, we can write

\[
p(x) \geq Z \prod_{\gamma=1}^{L} \prod_{i} \exp \left( -\frac{\xi_f(i)}{2} \gamma_f(i) \frac{1}{2} \xi_f(i) - \rho_e(\frac{1}{2} \xi_f(i)) \right), \forall \xi_f(i) > 0.
\]

(10)

This Gaussian-like lower bound allows for the expectation of the joint distribution to be calculated analytically. We have

\[
p(x, h, y) \geq p(y|x, h) p(h) Z e^{-\sum_{\gamma=1}^{L} \sum_{i} (\frac{\xi_f(i)}{2} \gamma_f(i) - \rho_e(\frac{1}{2} \xi_f(i)) )} = Q(y, x, h, \xi_f),
\]

(11)

where \(\xi = \{\xi_f(i), \gamma = 1, \ldots, L, i = 1, \ldots, N\}\) with all components positive.

We finally obtain

\[
\hat{h} = \arg \max_h E[\log(Q(y, x, h, \hat{\xi}))]|_{\hat{\xi}(x)},
\]

(12)

\[
\hat{\xi}(x) \propto Q(y, x, \hat{h}, \xi),
\]

(13)

\[
\hat{\xi} = \arg \max_{\xi > 0} E[\log(Q(y, x, \hat{h}, \xi))]|_{\hat{\xi}(x)}.
\]

(14)
Notice that $\hat{q}(x)$ is an approximation of the posterior distribution $p(x|\hat{h}, y)$.

### 3.1 Estimation of image and variational parameter

For the latent image, we obtain from (13),

$$\log \hat{q}(x) = -\frac{1}{2\sigma^2} \|Hx - y\|^2_2 - \frac{1}{2} \sum_{y=1}^{l} x_y^T \text{diag}(\hat{\xi}_y) x_y,$$

which is a multivariate Gaussian with precision matrix

$$C_x^{-1} = \frac{1}{\sigma^2} H^T H + \sum_{y=1}^{l} F_y^T \text{diag}(\hat{\xi}_y) F_y,$$

where $F_y$ is an $N \times N$ circulant convolution matrix formed by the kernel $f_y$. The mean $\hat{x}$ is used as the estimate for $x$, which is obtained by solving the following linear system of equations

$$C_x^{-1} \hat{x} = \frac{1}{\sigma^2} H^T y.$$  

This linear system can be solved by ADMM [28] very efficiently, as we will show in the following.

For the variational parameter $\hat{\xi}$, we obtain from (14)

$$\hat{\xi}_y(i) = \frac{\rho_x'(v_y(i))}{\rho_y(v_y(i))} = \frac{\min(\rho_y'(v_y(i)), \rho_y(\epsilon))}{\rho_y(v_y(i))}, \rho_y'(\epsilon)/\epsilon,$$  

where $v_y(i) = \sqrt{E|x_y|^2(i)}$, $1 \leq i \leq N$, and the expected value is easily calculated using the distribution $\hat{q}(x)$ and the approximation similar to [10,13]

$$C_x \approx \text{diag}(C_x^{-1})^{-1}.$$

Given a kernel estimate, we need to alternatively solve the linear system (17) and update the weights (18). This "joint" estimation of the image and weights is understood as a standard nonblind image deconvolution procedure. It proceeds as an IRLS (Iterative Reweighted Least Squares) frequently used in sparse signal recovery problems [28]. Previous methods [10,13,20] use the Conjugate Gradient (CG) algorithm to solve (17), which is very time consuming. Instead of using CG, we use ADMM to solve (17). The core idea is to treat the solution of a linear system as the minimizer of a quadratic function (see [28]). We transform the unconstrained problem into a constrained one by introducing the auxiliary variables, $v_y = f_y \otimes x$ [31]. Consequently, for a given blur $H$, $\hat{x}$ be rewritten as the minimizer of

$$f(x, v_y) = \frac{1}{2} \|Hx - y\|^2_2 + \sigma^2 \sum_{y=1}^{l} v_y^T \text{diag}(\hat{\xi}_y) v_y$$

s.t. $v_y = F_y x,$

which can be solved efficiently using ADMM. To be precise, we form the augmented Lagrangian

$$\mathcal{L}_{\beta_x}(x, v_y, dv_y) = \frac{1}{2} \|Hx - y\|^2_2 + \sigma^2 \sum_{y=1}^{l} v_y^T \text{diag}(\hat{\xi}_y) v_y$$

$$+ \frac{\beta_x}{2} \sum_{y=1}^{l} \|v_y - F_y x + dv_y\|^2_2$$

where $\beta_x$ is the penalty weight which enforces the constraints in (20) and controls the convergence rate. $dv_y$ are the (scaled) dual variables (a.k.a., Lagrangian multipliers). ADMM consists of the iterations

### Algorithm 1 Fast image estimation algorithm.

**Require:** $y$, $H$, initial $x$, $\beta_x$, $\beta_y$, $\sigma$,

1: Precompute $\mathcal{H}$, $\mathcal{H}^* F_y y$, $A_h$, $A_y$.
2: $dv_y = 0$, $C_y = 0$.
3: Initialize $\hat{\xi}_y$ with a large constant or (18).
4: repeat
5: Use ADMM (see [22], [23], and [24]) to update the solution $x$ to (17)
6: Update $\hat{\xi}_y$ using (18).
7: Approximate $C(i, i)$ with $(C(i, i))^{-1}$.
8: until the relative variation in $x$ is very small
9: return $x$

$x = \mathcal{F}^{-1} \{ \hat{h} F y + \beta_x \sum_{y=1}^{l} F_y^T (v_y + dv_y) \} / \Lambda_x + \beta_y \sum_{y=1}^{l} \Lambda_y$,  

$v_y = \frac{\beta_y}{\beta_x + \sigma^2 (\hat{\xi}_y)} (F_y x - dv_y)$,  

d$v_y = dv_y + (v_y - F_y x)$,

where $\hat{H}$ is the complex conjugate of $H$, and $A_h$ and $A_y$ are the eigenvalues of $H^* H$ and $F_y^T F_y$, respectively.

The final algorithm for image estimation is presented in Algorithm 1, which achieves state-of-the-art performance in terms of quality of restorations as well as speed. It should be noted that the image estimation problem is not trivial when $\rho(s)$ is nonconvex. For instance, if we choose the log prior, it is shown in [28] that Algorithm 1 will converge to a stationary point of the cost function, which might be a saddle point or a local minimum. Therefore, the optimization scheme makes a considerable difference to the final reconstruction.

Before concluding this section we would like to mention that if $v_y(i) = \sqrt{E|x_y|^2(i)} (1 \leq i \leq N, C_y = 0)$, then our procedure would not take into account the uncertainty of the image estimate and we would have a MAP procedure.

### 3.2 Estimation of blur

To estimate the blur we have

$$\hat{h} = \arg \min_h \|H \hat{x} - y\|^2_2 + h^T D_x h$$

$$\text{s.t. } h(i) \geq 0, \sum_i h(i) = 1,$$

where $D_x$ is the $K \times K$ matrix given by

$$D_x(m, n) = \sum_{j=1}^{N} C_x(m + j, n + j).$$

Given an image estimate, we use ADMM to efficiently solve the quadratic optimization problem (25) with nonnegativity and normalization constraints (26). By introducing the constraint $\mathcal{H} = \mathcal{F} Ph$ (see [18] for a different variable splitting), we find $\hat{h}$ in (25) as the minimizer of

$$g(h, \mathcal{H}) = \|H \circ \mathcal{H} - y\|^2_2 + h^T D_x h$$

$$\text{s.t. } h(i) \geq 0, \sum_i h(i) = 1,$$

$$\mathcal{H} = \mathcal{F} Ph,$$

where $\mathcal{H} = \mathcal{F} x$ denotes the Fourier transform of $x$ and $\circ$ element-wise multiplication. The ADMM algorithm for this constrained problem is presented in Algorithm 2, in which the updates for $\mathcal{H}$ and $h$ are given by
Algorithm 2 Fast kernel estimation algorithm.

Require: $y$, $x$, initial $h$, $\beta_H$,
1: Precompute $D_x$ using (27), $dH = 0$.
2: while not converged do
3: Update $H$ using (29).
4: Update $h$ by finding the KKT point of (30).
5: $dH = dH + \nabla - J^T Ph$
6: end while
7: return $h$

$$
H = \nabla \circ (F y) + \beta_H (F Ph - dH)
$$

$$
H = \nabla \circ X^T + \beta_H
$$

$$
h = \arg\min_h \| h - P^T \nabla^{-1} (H + dH) \|_2^2 + h^T D_x h
$$

where the $L_2$-norm term in (30) is obtained by observing that $vh \in \mathbb{R}^K$, the following equalities hold $\| F Ph \|_2^2 = \| h \|_2^2 = \| P^T \nabla^{-1} H \|_2^2$.

The convex problem (30) can be solved by the Karush–Kuhn–Tucker (KKT) conditions, which refers to solving a system of nonlinear equations. Specifically, we use a fixed point iteration method to find the KKT point. It should be noted that the computation complexity of solving problem (30) is only $O(K)$ rather than $O(K^2)$, since $D_x$ is approximated by a diagonal matrix.

The proposed ADMM splits the constrained large scale quadratic program into two simpler subproblems: one which can be solved directly in Fourier domain and another which is a small scale quadratic program that can be solved iteratively. Moreover, with 10 ADMM iterations, a very good approximate solution can be obtained. In most cases, we observed that only 5 ADMM iterations are needed for convergence.

3.3. Multiscale blind deconvolution

As with previous BID methods $[5,10,13]$, we also adopt here a multiscale approach to estimate the kernel. Fergus et al. [5] point out that single scale BID may suffer from local minima, especially when the support of the kernel is large. The multiscale approach, however, is very useful for large support kernel estimation. The rational behind this approach is that at the coarsest level, the blur is alleviated significantly, so that it is easier to estimate a kernel from the downsampled image. At the next finer level, this kernel estimate is upsampled and can be used as a good starting point for the single scale BID. Repeating this process until the finest level, we obtain a better kernel estimate.

3.4. Final image reconstruction

The estimated image $\hat{x}$ obtained above is appropriate for estimating the blur but, as we have already explained and also as we will show in the experimental section, it is over-smooth. This is because the sparsity promoting weight $\sigma^2 \xi_p$ is too large to recover the fine details, especially in the case of the log prior. To recover more details, we reconstruct the final sharp image $x^*$ by solving the following problem $[32,33]$.

$$
x^* = \arg\min_x \frac{1}{2} \| H x - y \|_2^2 + \frac{\lambda_x}{p} \sum_y \| f_y \otimes x \|_p.
$$

where $\{ f_y \}$ is a set of derivative filters to be defined in the experimental section, $p$ is typically in the range $[0.6, 0.8]$ $[32]$ and the $\ell_p$ regularizer should be understood in the HSG form.

3.5. Summary

So far we have presented a fast EM approach for blind image deconvolution formulated in the image space, using a lower bound on the HSG image priors. The benefit of working in the image space rather than in the filter space $[5,10,13]$ is threefold. First, utilizing the image space can save computations by nearly $100 \times \frac{4}{7} \%$ compared to the filter space. Second, the image space is less sensitive to noise, since using the filter space amplifies the noise in the observations. Third, the filter space solution ignores the important integrability constraint $[10]$, whereas the image space solution does not suffer from this problem.

The proposed BID method, like many existing BID methods $[5,8, 11,10,13,19,17]$, just to name a few, alternatively iterates between two major steps, image estimation with the current kernel estimate and kernel estimation with the current image estimate. The image estimation step requires to solve the large scale linear system (17) and update the weights $\xi$ (18). By estimating the image and variational parameters jointly, the image estimation step is a standard nonblind deconvolution procedure.

The weights $\xi$ (variational parameters) play an important role in sparse recovery problems. In fact, large values in $\xi$ determine which pixels should be smoothed, and therefore help remove the blur, provided that the location is correct (consistent with the groundtruth).

4. Parameter analysis of Algorithm 1

In this section, we analyze the key parameters of Algorithm 1, such as the number of ADMM iterations, $\beta_w$, $\epsilon$, and $\sigma^2$. Throughout this section and what follows, EM stands for the procedure described to estimate image, weights, and blur. Notice that we use ADMM to solve (17).

Regarding the number of ADMM iterations, for the Step 5 of Algorithm 1, we observe that 4 ADMM iterations with a small penalty weight ($\beta_w = 0.001$) is sufficient to find a good approximate solution to (17). However, it turns out that finding such an accurate solution to (17) often leads to poor local minima or saddle points in the sense of the objective function value. Instead of solving (17) fully, we solve (17) partially and use a large penalty weight $\beta_w$ to find a smooth approximate solution to (17). Unfortunately, large $\beta_w$ reduces the convergence speed $[31,34]$. We therefore use only one ADMM iteration and update the weights more frequently for acceleration $[28]$. In the performed experiments, we have observed that appropriate images to estimate the blur are those with many step edges and tiny sharp details while not suitable images to perform the same task are those which are not smooth and also contain ringing artifacts. Based on this observation, we use a large penalty weight $\beta_w$ to enforce strong image smoothness during the optimization procedure, so that ringing or blur is less likely to emerge. In fact, the denominator of Eq. (22) indicates that large $\beta_w$ makes the high frequency components of $\lambda_w$ well regularized, so that ringing is suppressed even if $\lambda_w$ is not accurate. We call this approach Smooth ADMM (SADMM) because it does not provide the exact EM solution to equation (17) but a smoother image estimate that can be used to better estimate the blur.

We should mention that one ADMM iteration for Step 5 cannot guarantee that the cost function drops monotonically. For this to happen, more ADMM iterations are required for Step 5. Interested readers are referred to Fig. 2(e) in $[28]$, for a challenging nonconvex image reconstruction for which the cost function does not drop monotonically but still converges after thousands of iterations. Notice that we can not prove the convergence of Algorithm 1 with
one ADMM iteration, however we have not experienced any convergence problems in the performed experiments.

To demonstrate the advantages of SADMM (fewer ADMM iterations, 100 × 1, and a large $\beta_v$ equal to 0.1) over EM (more ADMM iterations, 100 × 4, and a small $\beta_v$ equal to 0.001), we adopt the log prior and test the SADMM and ADMM in nonblind image deconvolution using the synthetic degradation in Fig. 2(a), whose groundtruth image is shown in Fig. 2(d). We use the MAP cost function, that is, $F(x) = \frac{1}{2} \| Hx - y \|^2 + R(x)$, where $R(x) = \sigma^2 \sum_{i} \sum_{j=1}^{L} \log_{e}(|x_{i,j}|)$ and $\log_{e}(\epsilon = 0.001)$ is the Huber log function. Fig. 2(b) shows the recovered image by MAP (ADMM), which is not very smooth and contains a small amount of boundary artifacts. In contrast, the restoration by MAP (SADMM) (Fig. 2(e)) is smoother and with many sharp step edges, including the grass region. The cost functions, presented in Figs. 3(a) and (c), indicate that the proposed SADMM converges faster than the ADMM. It should be noted that ADMM needs 800 FFTs (including 400 IFFTs) to generate such a smooth restoration, whereas SADMM requires only 200 FFTs (including 100 IFFTs). The same conclusions can also be drawn for the EM case, as shown in Figs. 2(c), 2(f), 3(b), and 3(d).

We now analyze the penalty weights for the ADMM procedure. Fig. 4 shows the impact of $\beta_v$ on the SADMM results, for the input image in Fig. 2(a). It is clear that the recovered image becomes smoother as $\beta_v$ increases. However, if $\beta_v$ is too large, it can not recover sufficient (sharp) image edges and the convergence speed becomes slow (the image evolves slowly in each iteration), as shown in Figs. 4(a) and (f), respectively. Fig. 4(c) suggests that $\beta_v \in [0.1, 1]$ is a good choice for Algorithm 1, since it can enforce adequately strong smoothness and also recover many sharp step edges. In short, $\beta_v$ controls the image smoothness and convergence speed.

Regarding the robustness parameter $\epsilon$ used in the prior, we note that it plays an important role on the image sparsity as well as the numerical stability of the estimation procedure. The HSG prior favors an image of smaller sparsity than the SG prior, depending on the value of $\epsilon$. From (10) and (18), it is clear that increasing $\epsilon$ promotes less sparsity, since the weights $\xi$ will be upper bounded by a smaller value. Fig. 5 shows the restorations with 5 different values of $\epsilon$ ranging from 0 to 0.02. As we can see in Figs. 5(a)-(e), the strong edges are basically the same, however the weak edges are different. As $\epsilon$ increases, more weak edges appear and the image gets somewhat blurry, see the selected patches in Figs. 5(d) and (e). Figs. 5(a) and (b) are quite similar, suggesting that a small $\epsilon$ like 0.002 is enough to promote very strong sparsity for image deblurring. This figure shows that a small $\epsilon$ is crucial for a smooth and blur free restoration. However, as $\epsilon$ drops to zero, a small change in the image could cause a huge change in the value of the cost function. More importantly, as $\epsilon$ increases, the Lipschitz constant of $\log_{e}$ decreases and fewer iterations are required for convergence. Fig. 6 shows that with $\epsilon = 0$, the cost function does not reach the limit (not flat) in 100 iterations and is not as stable as the others. A tradeoff between image sparsity and numerical stability is provided for $\epsilon$ in the range [0.001, 0.004].

The noise variance $\sigma^2$ controls the tradeoff between image details and smoothness. Increasing $\sigma^2$ leads to larger smoothness.

---

1 With 25 IRLS iterations, the output image is not so smooth and exhibits more (boundary) artifacts.
for the blur kernel is not accurate, and then gradually decrease it to the desirable value as the kernel estimate improves [10,13,27]. The rationale behind this strategy is that a very smooth image can facilitate the quick identification of the blur and hence speed up convergence. In our implementation, we adapt \( \sigma \) only in the first 5 iterations and then keep it fixed to 0.01, similarly to [27].

5. Experiments

We first use synthetic data to demonstrate that the proposed EM-SADMM approach is more robust than EM-ADMM, then we compare our EM-SADMM BID method with state-of-the-art methods, [13,14,25,27]. For simplicity, we denote the proposed BID methods by the form log+ADMM or log+SADMM, where log+ADMM means Huber log prior and ADMM optimiza-
ters, age
ages
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Fig. 5. Restorations with different $\epsilon$: (a) $\epsilon = 0$; (b) $\epsilon = 0.002$; (c) $\epsilon = 0.004$; (d) $\epsilon = 0.01$; (e) $\epsilon = 0.02$. Increasing $\epsilon$ makes weak edges less steep and more blurry, as shown in close-up views in the 2nd row.

![Fig. 6. Cost profiles with different values of $\epsilon$. Increasing $\epsilon$ leads to better convergence and numerical stability.](https://sites.google.com/site/fbdhsgp/)

Fig. 6. Cost profiles with different values of $\epsilon$. Increasing $\epsilon$ leads to better convergence and numerical stability.

...and log+*SADMM means Huber log prior and ADMM optimization scheme.

To estimate the blur kernel, only the first order derivative filters, $f_1 = [1, -1]$ and $f_2 = [1, -1]^2$, are used. For the final image reconstruction, we adopt not only the first order but also the second order derivative filters, i.e., $f_3 = [-1, 2, -1]$, $f_4 = [-1, 2, -1]^2$, $f_5 = [1 - 1; -1, 1]$. For fair comparison, we use our fast nonblind deconvolution algorithm\(^2\) with the same parameters to recover the final image for all the BID methods, that is, to solve (31). All experiments are carried out using MATLAB on a PC with the Intel Core i7-4790 CPU @ 3.60 GHz. The code is available at https://sites.google.com/site/fbdhsgp/.

5.1. EM-SADMM vs. EM-ADMM in blind deconvolution

We first show that the proposed EM-SADMM approach outperforms the EM-ADMM approach in terms of restoration quality, speed, and objective function value. We choose the 5 standard images (all of size $512 \times 512$): Cameraman, Lena, Boat, Airplane, and Pepper, and use the 8 motion kernels in [35] to convolve each image and add 1% Gaussian noise as in [14]. Subsequently, we obtain a dataset of 40 degraded images. Table 1 shows the average PSNR (the highest PSNR after a shift operation, see Eq. (12) in [19]), SSM [36], SSD (Sum of Squared Differences [35]) error, error ratio (ratio between the SSD restoration error with the estimated kernel and the SSD restoration error with the groundtruth kernel), running time, regularization $R(\hat{x})$ (smaller indicates smoother), and objective $F(\hat{x})$ (smaller is better). It is clear that the EM-SADMM approach yields better results than the EM-ADMM approach for all figures of merit and also is about 1.5 times faster. In addition, it shows that $\epsilon = 0.004$ leads to the best performance in terms of the 4 figures of merits and running time. However, further increasing $\epsilon$ makes the overall performance worse.

The EM-SADMM approach leads to better BID performance than the EM-ADMM approach, mainly because the EM-SADMM approach better avoids undesirable saddle point and local minima than the EM-ADMM approach, as we have shown in Fig. 2. To further illustrate this point, we present the worst two EM-ADMM ($\epsilon = 0.001$) restorations in Fig. 7(b) and the corresponding image estimates $\hat{x}$ (see Eq. (17)) in Fig. 7(d). The input images are shown in Fig. 7(a). As we can see from Figs. 7(b) and (d), it is conceivable that the ringing artifacts and blur in Fig. 7(b) are indeed caused by the ringing artifacts and blur in the image estimates $\hat{x}$ in Fig. 7(d), which are typical bad local minima. In contrast, the cost function $F(x)$ is not small (see the caption in Fig. 7). Interestingly, by calculating $F(\hat{x}) - R(\hat{x})$, we emphasize that the image and kernel estimates obtained by log+*SADMM better fit the observation data than the estimates obtained by log+*SADMM, although the image and kernel estimates obtained by log+*SADMM are less accurate. Take the Boat image in Fig. 7 as an example; the data fitting term for log+*ADMM is about 2.41, smaller than 2.76, the data fitting term for log+*SADMM. Therefore, we can conclude that the image and kernel estimates by log+*SADMM in Fig. 7 are indeed poor stationary points. By enforcing more smoothness during the optimization process, the log+*SADMM approach leads to smoother image estimates and hence is more likely to avoid ringing and blur, as shown in Figs. 7(c) and (e).

Table 2 shows the running time of the 5 methods to estimate three kernels of different support from a $512 \times 512$ image. As we can see, the proposed method log+*SADMM with $\epsilon = 0.002$ is about 10–20 times faster than [10] and [13], depending on the kernel size. Thanks to the use of 2-D FFT, the running time of the proposed method does not increase much as the kernel gets larger, whereas both [10] and [13] become very time consuming as the kernel size increases. Due to the log prior intrinsic computation cost and the MATLAB implementation, the proposed algorithm is still much slower than the MAP method [17]. But, we argue that the BID method [17] is an “early stop” algorithm and can not achieve current state-of-the-art performance, as shown in [27]. The computational complexity of the proposed algorithm is $O(N_F N \log N)$, similar to [17], where $N_F$ denotes the number of FFTs and IIFFTs, since the computations for the image and kernel estimation are both dominated by FFTs and IIFFTs. In contrast,
Table 1
Quantitative comparison on our test set of 40 images.

<table>
<thead>
<tr>
<th>Methods</th>
<th>PSNR</th>
<th>SSIM</th>
<th>SSD</th>
<th>Error ratio</th>
<th>Time</th>
<th>R((\hat{x}))</th>
<th>F((\hat{x}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>With known (h)</td>
<td>32.90</td>
<td>0.8668</td>
<td>105.76</td>
<td>1</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>log(_0)0.01+ADMM</td>
<td>30.05</td>
<td>0.8529</td>
<td>167.20</td>
<td>1.5825</td>
<td>25.21</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>log(_0)0.02+ADMM</td>
<td>30.04</td>
<td>0.8528</td>
<td>167.23</td>
<td>1.5832</td>
<td>25.61</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>log(_0)0.04+ADMM</td>
<td>30.09</td>
<td>0.8531</td>
<td>167.80</td>
<td>1.5914</td>
<td>25.51</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>log(_0)0.1+ADMM</td>
<td>30.00</td>
<td>0.8507</td>
<td>172.95</td>
<td>1.6334</td>
<td>25.39</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>log(_0)0.01+SADMM</td>
<td>30.10</td>
<td>0.8600</td>
<td>128.49</td>
<td>1.2049</td>
<td>16.64</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>log(_0)0.02+SADMM</td>
<td>30.14</td>
<td>0.8598</td>
<td>130.04</td>
<td>1.2235</td>
<td>16.12</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>log(_0)0.04+SADMM</td>
<td>30.24</td>
<td>0.8600</td>
<td>128.55</td>
<td>1.2034</td>
<td>14.80</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>log(_0)0.1+SADMM</td>
<td>30.08</td>
<td>0.8535</td>
<td>158.15</td>
<td>1.5040</td>
<td>9.88</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

Fig. 7. The two worst deblurred results on the 40 dataset. (a) Input. (b) \(x^\ast\) (see Eq. (31)) with the kernel estimated by log+ADMM. (c) \(x^\ast\) with the kernel estimated by log+SADMM. (d) The estimate \(\hat{x}\) by log+ADMM, see Eq. (17). Cameraman: \(F(\hat{x}) = -317.35\), \(R(\hat{x}) = -320.89\); Boat: \(F(\hat{x}) = -295.14\), \(R(\hat{x}) = -297.65\). (e) The estimate \(\hat{x}\) by log+SADMM, Cameraman: \(F(\hat{x}) = -352.34\), \(R(\hat{x}) = -355.10\); Boat: \(F(\hat{x}) = -331.61\), \(R(\hat{x}) = -334.54\).

Table 2
Running time (in seconds) of different methods.

<table>
<thead>
<tr>
<th>Kernel support</th>
<th>11 x 11</th>
<th>21 x 21</th>
<th>27 x 27</th>
</tr>
</thead>
<tbody>
<tr>
<td>Babacan et al. [13] (MATLAB)</td>
<td>116.48</td>
<td>302.85</td>
<td>555.71</td>
</tr>
<tr>
<td>Levin et al. [10] (MATLAB)</td>
<td>111.75</td>
<td>240.72</td>
<td>425.58</td>
</tr>
<tr>
<td>Perrone &amp; Favaro [25] (MATLAB)</td>
<td>2382.85</td>
<td>3447.20</td>
<td>3745.64</td>
</tr>
<tr>
<td>Xu et al. [17] (C++)</td>
<td>2.24</td>
<td>3.13</td>
<td>2.93</td>
</tr>
<tr>
<td>log+SADMM (MATLAB)</td>
<td>9.45</td>
<td>15.6</td>
<td>15.12</td>
</tr>
</tbody>
</table>

The computational complexity of the methods in [10,13,25] is of the form \(O(N_C N_F K)\), with \(N_C\) being the number of 2-D spatial convolutions, since 2-D convolutions dominate the computations. Notice that we have used here \(K\), the blur size, instead of the image size, \(N\). In general, due to the use of ADMM, \(N_F\) can be 3–5 times smaller than \(N_C\).

5.2. Comparison on the Sun et al. [14] dataset

We test the proposed methods on the dataset in [14], which contains 640 blurry and noisy images (\(\sigma = 0.01\)) generated from 80 natural images and 8 motion kernels. For fair comparison, we use the nonblind deconvolution method EPLL [37] to reconstruct the final restoration. Fig. 8 shows the success percent of 5 methods, including the VB methods (the proposed log+SADMM and Babacan et al. [13]) and the MAP methods, Sun et al. [14], Perrone and Favaro [25] and Zhou et al. [27]. We observe that a restoration with error ratio less than 2 is visually satisfying (without noticeable ringing artifacts and blur). Fig. 8 suggests that our method significantly outperforms the competitors, with over 75% excellent restorations (error ratio <2), and 100% acceptable restorations (error ratio <5). Sun et al. [14] can also achieve about 75% excellent restorations, but is not so robust as Perrone and Favaro [25] and Zhou et al. [27], which have over 99% and 98% acceptable restorations, respectively. Table 3 shows the average SSD and error ratio of those methods. It is clear that the proposed method takes the lead, with an average error ratio of 1.41 and SSD error of 590.

Fig. 9 shows 5 selected images for visual comparison, in which only image 5 contains adequate step edges and the rest lack step.
Table 3
Average scores of different methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>SSD error</th>
<th>Error ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>With known h</td>
<td>392.15</td>
<td>1</td>
</tr>
<tr>
<td>log+SADMM</td>
<td>590.39</td>
<td>1.41</td>
</tr>
<tr>
<td>Perrone &amp; Favaro [25]</td>
<td>635.27</td>
<td>1.71</td>
</tr>
<tr>
<td>Sun et al. [14]</td>
<td>618.92</td>
<td>2.01</td>
</tr>
<tr>
<td>Babacan et al. [13]</td>
<td>792.27</td>
<td>2.27</td>
</tr>
<tr>
<td>Zhou et al. [27]</td>
<td>686.29</td>
<td>1.66</td>
</tr>
</tbody>
</table>

edges. As we can see from Fig. 9, the step edge based method [14] works well for image 5, but fails for the other natural images. The algorithm by Babacan et al. [13] works well for image 5 but generates noticeable ringing artifacts for the rest. Our method significantly outperforms Babacan et al. [13] mainly because the proposed EM-SADMM approach better avoids poor stationary points than the EM approach, which uses CG or ADMM to solve (17) fully and cannot guarantee a smooth image estimate as SADMM does. Perrone and Favaro [25] and Zhou et al. [27] yield good restorations but still exhibiting visible ringing artifacts or blur, and the estimated kernels are not as accurate as ours, see image 44 for an example. The proposed method shows superior performance for all these challenging images, without any visible ringing artifacts in the deblurred results.

5.3. Results on real data

Fig. 10(a) shows a real image with blur caused by camera shake [38]. Figs. 10(b)–(f) show the deblurred images and estimated kernels by various methods. As we can see in Fig. 10, noticeable ringing artifacts emerge in the results of [13] and Xu et al. [17], whereas fewer ringing artifacts appear in the results of Perrone and Favaro [25], Zhou et al. [27], and ours.

Fig. 9. Selected results on the dataset [14] for visual comparison. This figure is best viewed on the screen. Please zoom in for more details.
6. Conclusion

In this paper, we have proposed first a new family of sparsity promoting priors, the so called Huber Super Gaussian priors, to address the numerical problem caused by the singularity at zero of some 5G priors, and introduced an smooth optimization approach to deal with the poor stationary point problem caused by the use of nonconvex image priors. We show that the proposed EM-SADMM approach, which finds a smooth image mean rather than the exact image mean provided by the EM approach, better avoids undesirable saddle point and local minima. By making use of ADMM, a fast EM based BID method formulated in image space for these priors has been proposed. Experiments demonstrate that the proposed log+SADMM BID method significantly outperforms current state-of-the-art BID algorithms in terms of restoration quality and speed.
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