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\section*{ABSTRACT}

In this paper we address supervised learning problems where, instead of having a single annotator who provides the ground truth, multiple annotators, usually with varying degrees of expertise, provide conflicting labels for the same sample. Once Gaussian Process classification has been adapted to this problem we propose and describe how Variational Bayes inference can be used to, given the observed labels, approximate the posterior distribution of the latent classifier and also estimate each annotator’s reliability. In the experimental section, we evaluate the proposed method on both generated synthetic and real data, and compare it with state of the art crowdsourcing methods.

\textbf{Index Terms—} crowdsourcing, Gaussian process, multiple labels, variational inference, Bayesian modeling, classification.

\section*{1. INTRODUCTION}

Supervised learning traditionally relies on a domain expert capable of providing the necessary supervision. The most common case is that of an expert providing annotations that serve as labels in classification problems.

With the recent advent of social web services, data can now be shared and processed by a large number of users. The use of labels from multiple annotators for the classification of data has become a very popular approach especially after the proliferation of crowdsourcing services in the last decade. The term crowdsourcing was coined in 2006 by J. Howe to describe the act of taking a job traditionally performed by a designated agent (usually an employee) and outsourcing it to an undefined, generally large group of people in the form of an open call. Amazon Mechanical Turk (AMT) is an online system that allows the requesters to hire users from all over the world to perform crowdsourcing tasks. Galaxy Zoo is a website where visitors label astronomical images. Computer Aided Diagnosis (CAD) systems are built from labels assigned by multiple experts who come from a diverse pool. Very often, there is a lot of disagreement among the annotations.

In this work, we extend the use of Variational Bayes (VB) inference for Gaussian Process (GP) classification to crowdsourcing problems. We show how the GP hyperparameters, the latent classifier and the parameters modelling each annotator’s behavior can be estimated. We also describe how the model should be used to classify new samples.

The rest of paper is organized as follows. In section 2 a summary of related works is presented. The probabilistic modelling and inference procedure to estimate the posterior distributions of the variables and point estimates of the parameters are presented in sections 3 and 4, respectively. The classification rule for new samples is also provided in section 4. Experimental results are presented in section 5 and finally section 6 concludes the paper.

\section*{2. RELATED WORK}

Although the multi-annotator data is a relatively new concept, it has been used for some time now. To begin with, Dawid and Skeene [1] used multiple annotator data with conflicting labels to examine the error rates for medical data. It is also constantly used for the repeated labeling approach [2] [3], that is based on determining the labels to be reacquired to improve the classification performance. A variation on this problem is posed by Jin and Ghahramani [4], where a set of mutually exclusive labels are assigned to each sample and only one of the annotators has the correct label.

After the usage of AMT has become more common, this field of research found its way to many different methods and applications. Groot et al [5] use Gaussian Processes for a crowdsourcing regression problem. Moreno et al [6] use a hierarchical approach that clusters the annotators into groups, combines the labels of all the annotators in a cluster, then uses the cluster labels to learn the classifier. Liu et al [7] transform the crowdsourcing problem into graphical models and then apply approximate variational methods like Belief Propagation and Mean Field alongside Expectation Maximization (EM). Karger et al [8] distribute the task among the annotators, that is, each annotator has part of the data to label; these parts overlap to create label redundancy for many samples. The problem is the optimization between redundancy cost and accuracy.

Raykar et al [9, 10] use Logistic Regression (LR) to estimate the latent classifier and relate the labels provided by each annotator to the latent classifier by defining conditional probabilities, named specificity and sensibility to be introduced later. The authors use EM to estimate all the unknowns. Yan et al [11, 12] make the conditional distribution of the observed labels given the true underlying ones dependent on the observed features and use LR to model these conditional distributions. Rodrigues et al [13] and Long et al [14] use a GP classifier for the latent classifier and use Expectation Propagation (EP) to learn all the model unknowns.

\section*{3. BAYESIAN MODELING}

Let the training set be \( D = \{(x_i, y_i^1, \ldots, y_i^R), i = 1, \ldots, N\} \), where \( x_i \) is a sample, \( N \) is the number of samples, \( R \) is the...
number of annotators, and \( y_i^j \in \{0, 1\} \) denotes the label provided by the \( j \)-th annotator on the \( i \)-th sample. We denote by \( y_i = \{y_i^1, \ldots, y_i^N\} \) the labels provided by the \( j \)-th annotator, \( y = (y_1, \ldots, y_N) \) the corresponding true latent (hidden) labels, \( X = [x_1, \ldots, x_N] \), and \( Y^a = \{y^a_1, \ldots, y^a_N\} \). Our main goal is to infer the distribution of \( y \) given the information provided by the annotators.

To model the classification function relating each sample \( x_i \) to its corresponding hidden label \( y_i \), we follow a two-stage procedure. Firstly, we introduce a set of latent variables \( f \in [f_1, \ldots, f_N] \) and write the conditional distribution of \( y \) given \( f \) as

\[
p(y|f) = \prod_{i=1}^{N} \left( \frac{1}{1 + e^{-f_i}} \right)^{y_i} \left( \frac{e^{-f_i}}{1 + e^{-f_i}} \right)^{1-y_i}.
\]

For each sample, we have a Bernoulli distribution, where the two terms in the right hand side of the above equation are positive and add up to 1. When \( x_i \) belongs to class 1 (that is \( y_i = 1 \)), only the first term is considered, and a very large positive value for \( f_i \) is expected. When \( x_i \) belongs to class 0 (that is \( y_i = 0 \)), only the second term is considered, and a very large negative value for \( f_i \) is expected.

Secondly, given the features in \( X \) we model \( f \) using the following GP

\[
p(f|X, \Theta) = \mathcal{N}(f|0, K_{\Theta}),
\]

where \( K_{\Theta} \) is a symmetric positive definite matrix, which is calculated using kernel functions (see [15] for details). These functions depend on a set of parameters \( \Theta \) which will be automatically estimated.

Following [9] we now define the following probabilities, named sensitivity and specificity, respectively, which relate the observed labels to the latent ones,

\[
\alpha^i = p(y^i = 1|y = 1)
\]

\[
\beta^i = p(y^i = 0|y = 0)
\]

Notice that other models for these conditional distributions are also possible. For instance, we could make them dependent on the features, as in [11, 12] or we could use a simplified model where \( \alpha^i = \beta^i \). Then, assuming that the annotators are independent, we have

\[
p(Y^a|y, \alpha, \beta) = \prod_{j=1}^{R} \left[ \prod_{i=1}^{N} \left( \alpha^i y^i + [1 - \alpha^i] [1 - y^i] \right)^{y_j^i} \times \left[ \prod_{i=1}^{N} \left( [1 - \beta^i] y^i + \beta^i [1 - y^i] \right)^{1-y_j^i} \right] \right] \]

where \( \alpha = (\alpha^1, \ldots, \alpha^R) \), \( \beta = (\beta^1, \ldots, \beta^R) \).

With all the above ingredients, the probabilistic modelling of our crowdsourcing problem becomes

\[
p(\alpha, \beta, \Theta, f, y, Y^a|X) = p(\alpha)p(\beta)p(\Theta)p(f|X, \Theta) \times p(y|f)p(Y^a|y, \alpha, \beta).
\]

We will use flat priors for \( \alpha \) and \( \beta \) and also for \( \Theta \).

4. VARIATIONAL INFERENCE

Now we need to find \( p(\alpha, \beta, \Theta, f, y|Y^a, X) \) which can only be approximated because \( p(Y^a|X) \) can not be calculated.

Let \( \Omega = \{\alpha, \beta, \Theta, f, y\} \). We use the following approximation to the posterior distribution

\[
p(\alpha, \beta, \Theta, f, y|Y^a, X) \approx q(\alpha)q(\beta)q(\Theta)q(f)q(y) = q(\Omega)
\]

where \( q(\alpha), q(\beta), q(\Theta) \) are all degenerate distributions, that is, they take a single value with probability one and the rest have probability zero and \( q(f) \) and \( q(y) \) are non-degenerate.

We will find the approximating distribution by solving

\[
\hat{q}(\Omega) = \arg\min_q KL(q(\Omega)||p(\Omega|Y^a, X))
\]

\[
= \arg\min_q \int q(\Omega) \ln \frac{q(\Omega)}{p(\Omega, Y^a|X)} d\Omega
\]

The Kullback-Leibler (KL) divergence is always non-negative and it is equal to zero if and only if \( q(\Omega) \) and \( p(\Omega, Y^a|X) \) coincide. However, because of the functional form of (1), the KL divergence cannot be directly evaluated.

To overcome this problem, a variational bound [15] will be used. We have for any \( \xi > 0 \)

\[
\sigma(\xi) = \frac{1}{1 + e^{-\xi}} \geq \sigma(\xi) \exp \left( \frac{z - \xi}{2} - \lambda(\xi)(z^2 - \xi^2) \right)
\]

where

\[
\lambda(\xi) = \frac{1}{2\xi} (\sigma(\xi) - \frac{1}{2})
\]

Thus, we have

\[
p(y|f) \geq \exp \left( y^Tf - f^T\Lambda f + \xi^T\Lambda \xi - \frac{1}{2} f^T(f + \xi) \right)
\]

\times \prod_{i=1}^{N} \sigma(\xi_i) = H(y, f, \xi)
\]

where

\[
\Lambda = \text{diag}(\lambda(\xi_1), \lambda(\xi_2) \ldots \lambda(\xi_N)).
\]

We then have the following lower bound for the joint distribution

\[
p(\Omega, Y^a|X) \geq M(\Omega, Y^a, \xi|X) = p(\alpha)p(\beta)p(\Theta) \times p(f|X, \Theta)H(y, f, \xi)p(Y^a|y, \alpha, \beta)
\]

which produces

\[
KL(q(\Omega)||p(\Omega|Y^a, X)) \leq KL(q(\Omega)||M(\Omega, Y^a, \xi|X))
\]

which is mathematically tractable.

Now, we can use \( \ln M(\Omega, Y^a, \xi|X) \) to obtain \( \hat{q}(\Omega) \). This distribution consists of \( \alpha, \beta, \text{ and } \Theta \), the values where \( \hat{q}(\alpha), \hat{q}(\beta), \) and \( \hat{q}(\Theta) \) are degenerate, and the posterior distributions approximations \( \hat{q}(f) \) and \( \hat{q}(y) \).

Let \( \omega \in \Omega \) and \( \Omega_\omega = \Omega \backslash \omega \); then for \( \omega \in \{\alpha, \beta, \Theta\} \), if we fix \( \hat{q}(\Omega_\omega) \), the degenerate distributions minimizing the Kullback-Leibler divergence have the form

\[
q(\omega) = \begin{cases} 1 & \text{at } \omega_0 = \arg \max_\omega < \ln M(\Omega, Y^a, \xi|X) >_{q(\Omega_\omega)} \\ 0 & \text{elsewhere} \end{cases}
\]

Furthermore for \( \omega \in \{f, y\} \)

\[
\ln q(\omega) = < \ln M(\Omega, Y^a, \xi|X) >_{q(\Omega_\omega)} + \text{const}
\]
We now proceed to find the values taken by the degenerate posterior distribution

\[ q(\omega) \]

obtaining:

\[ f(x) = \int p(f) p(y|x) df \approx \int p(f) q(f) df. \]  \hspace{1cm} (25)

Furthermore,

\[ f(x) \sim N(\mu_r, \Sigma_r). \]  \hspace{1cm} (26)

Combining the above two equations in eq. (25) we obtain

\[ p(f|x) = N(f|x, a^2) \]  \hspace{1cm} (29)

where

\[ a = h^T K^{-1} \mu_r \]  \hspace{1cm} (30)

\[ b^2 = h^T K^{-1} \Sigma_r K^{-1} h + c - h^T K^{-1} h. \]  \hspace{1cm} (31)

We finally have

\[ p(C_1|x) = \int \sigma(f) N(f|x, a^2) df \approx \sigma(\kappa(b^2) a) \]  \hspace{1cm} (32)


5. EXPERIMENTS

In this section we evaluate the proposed method on both synthetic and real datasets. We also compare with other the-state-of-the-art methods, such as Raykar et al [9], Yan et al [11, 12] and Rodrigues et al [13] which have been described in Section 2.

5.1. Synthetic Experiment

In Fig. 1 a) we plot the synthetic dataset. 200 samples are randomly selected in the interval \([-\pi, \pi]\). The real labels are assigned according to the sign of the cosine function on each sample, that is, if the cosine of a given sample is positive, the sample is assigned to class C_1, but if the cosine is negative the sample is assigned to class C_0.

We simulate 5 different annotators by fixing the values of sensitivity and specificity to \( \alpha = \{0.9, 0.7, 0.8, 0.1, 0.9\} \) and \( \beta = \{0.6, 0.8, 0.5, 0.2, 0.8\} \), respectively. If the true label of the \( t \)-th sample is \( y_t = 1 \), the \( j \)-th annotator assigns it to class \( C_1 \) with probability \( \alpha_j^t \), while if the true label is \( y_t = 0 \), the annotator assigns it to class \( C_0 \) with probability \( \beta_j^t \). In Fig. 1 b)-f) we plot the labels assigned by each annotator. Notice that annotators 1,2,3, and...
The experiment is repeated 10 times with different training sets of 200 samples (100 each class). In each realization, we also generate a test set with 200 samples (100 each class).

Table 1 shows the area under the ROC curve (AUC) for each realization of the compared methods. The proposed method, referred as GPCR (Gaussian Process for Crowdsourcing), manages to totally separate classes for most realizations, obtaining \( AUC = 1.0 \). The method proposed by Rodrigues et al also achieves high accuracy, reaching \( AUC = 1.0 \) in some cases; however we can see that the mean \( AUC \) is slightly worse than the proposed method. The methods of Raykar and Yan obtain \( AUC \) near 0.5, i.e., similar to random classifiers. In Fig. 1 a) we observe that \( C_2 \) has two disconnected parts and \( C_1 \) is in the middle. The methods of Raykar and Yan consider Logistic Regression to model the global classifier. Therefore their decision boundaries are hyperplanes which cannot separate the two classes with the given configuration. The proposed and Rodrigues’ methods use GP to model the global classifier which uses the kernel trick [15] to define more complex decision boundaries than a hyperplane. In this case, we have used a Gaussian kernel (perhaps the most commonly used kernel in the literature) and as we have seen, it separates the two classes successfully. Sensitivity and specificity values obtained in realization 7 are shown in Table 2. We can see that all methods estimate values very near to the original ones. The highest error for the proposed method is 0.0594, while for Raykar and Rodrigues methods are 0.0834 and 0.0938, respectively.

### 5.2. Real Experiment

In this experiment, the proposed method is evaluated on a real dataset. This dataset is provided by Rodrigues in his website [13]. The dataset consists of more than 10000 sentences and the goal is to decide if they express a positive or negative sentiment. The dataset also contains the true labels (not available in a real case) which allow us to evaluate the performance of the different crowdsourcing methods.

The dataset is split into training (5000 samples) and testing (5428 samples) subsets. To obtain the labels from a set of annotators, the training set was made available on Amazon Mechanical Turk [17], where more than 27000 labels were obtained from 203 different annotators. As can be observed from the total number of labels in the dataset, most of the samples are not labelled by all the annotators. To avoid this problem, we utilize here a reduced version of Rodrigues’ training set. We consider only the two annotators with the maximum number of common labeled samples, we are currently working on the extension of our model to missing labels. Thus our training set has 946 samples and the labels are provided by only two annotators. To evaluate the performance, we use the original test set provided by Rodrigues et al. [13]

In Fig. 2, we plot the ROC curves generated by the compared methods. The dashed line is the ROC curve obtained by a GP classifier trained with the true training labels. This method reaches an \( AUC = 0.7171 \) and constitutes an upper bound for the proposed method. The green line is the ROC curve obtained by the proposed method which corresponds to \( AUC = 0.7029 \), very near to the upper bound. Red, cyan and blue lines are the ROC curves for Raykar,
Fig. 2. ROC curves for experiment with real dataset.

Yan and Rodrigues methods, respectively. The corresponding areas under the ROC curves are \( AUC = 0.6652 \), \( AUC = 0.6622 \) and \( AUC = 0.6723 \), respectively. In all cases we observe that these methods perform slightly worse than the proposed method.

6. CONCLUSION

In this paper we present a new approach to address the crowdsourcing problem. The global classifier is modeled using Gaussian Processes, while the sensitivity and specificity of each annotator are modeled using two parameters to be estimated. Unlike other methods in the literature, the inference procedure is carried out using Variational Bayes inference, which leads to an iterative algorithm where all parameters are estimated automatically. In the experimental section we evaluate the performance of the proposed method with both synthetic and real datasets. We also compare with other state-of-the-art methods, and confirm that the proposed method outperforms them.
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