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ABSTRACT

In this paper we address the crowdsourcing problem, where a classifier must be trained without knowing the real labels. For each sample, labels (which may not be the same) are provided by different annotators (usually with different degrees of expertise). The problem is formulated using Bayesian modeling, and considers scenarios where each annotator may label a subset of the training set samples only. Although Bayesian approaches have been previously proposed in the literature, we introduce Variational Bayes inference to develop an iterative algorithm where all latent variables are automatically estimated. In the experimental section the proposed model is evaluated and compared with other state-of-the-art methods on two real datasets.
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1. INTRODUCTION

Supervised learning traditionally relies on a domain expert capable of providing the necessary supervision. The most common case is that of an expert providing annotations that serve as labels in classification problems. However, obtaining supervised data is usually very expensive in many real-life scenarios. In some cases, it is even impossible for annotators, no matter how knowledgeable, to come up with the true labels for all features.

With the recent developments in social media services, data can now be shared and processed by a large number of users. The use of labels from multiple annotators for data classification has become very popular especially after the proliferation of crowdsourcing services in the last decade. These labels are considered subjective, meaning that the expertise of the labelers and thus, the accuracy of the given labels cannot be guaranteed. However, using these subjective labels, an accurate estimate for the true labels can be obtained.

The term crowdsourcing was coined in 2006 by J. Howe [1] to describe the act of taking a job traditionally performed by a designated agent (usually an employee) and outsourcing it to an undefined, generally large group of people in the form of an open call. Amazon Mechanical Turk [2] [3] (AMT) is an online system that allows the requesters to hire users from all over the world to perform crowdsourcing tasks. Services like AMT have made it practical to distribute labeling work to large groups of labelers and inexpensive to acquire labels in a short amount of time. As for another major example, Galaxy Zoo is a website where visitors label astronomical images and galaxies according to their morphological features. Very often, there is a lot of disagreement among the annotations.

Even though it is efficient to obtain the labels through crowdsourcing, there is a high probability that the collected labels are very noisy. This noise is caused by inconsistent labeling due to the fact that the reliability of annotators varies. Furthermore, some annotators might be considered experts for some parts of the data whereas their labels for other parts may be misleading. The higher the level of expertise of the annotators the fewer noisy labels s/he will generate. These issues bring up two main problems to be solved: First, how to estimate the final labels as accurately as possible. The accuracy here is determined by comparing the estimations with the ground truth, that may or may not be at hand. Second, how to estimate the expertise and reliability of the annotators. These problems are expected to be solved along with the training of a classifier using crowdsourcing data.

In this work, we propose a new Bayesian model that estimates the posterior distribution for each final label, along with two parameters that evaluate the reliability/expertise of each annotator. We extend the use of Variational Bayes inference for Gaussian Process (GP) classification to crowdsourcing problems. We show how the GP hyperparameters, the latent classifier and the parameters modelling each annotator’s behavior can be estimated. We also describe how the model should be used to classify new samples. Then, we extend the
proposed algorithm to the case where the labels of some annotators are missing for some part of the data.

The rest of paper is organized as follows. In section 2, a review of related works is presented along with the comparison with the model in this paper. The probabilistic modelling and inference procedure to estimate the posterior distributions of the variables and point estimates of the parameters are presented in sections 3 and 4, respectively. The classification rule for new samples is also provided in section 4. Experimental results are presented in section 5 and finally section 6 concludes the paper.

2. RELATED WORK

Multi-annotator data have been used in different contexts, as described next. To begin with, Dawid and Skeene [4] use multiple annotator data with conflicting labels to examine the error rates for medical data. They model the skills and biases of the annotators and estimate the model parameters using the EM algorithm. By casting the crowdsourcing problem as a utility optimization one subject to a budget constraint, Dommez and Carbonell [5] propose an approach to select the annotator and sample to be labeled. Iperiotis et al. [6] propose an algorithm for calculating the uncertainty of the labels and relabeling the samples whose labels are considered noisy. A variation on this problem is posed by Jin and Ghahramani [7], where a set of mutually exclusive labels are assigned to each sample and only one of the annotators has the correct label.

For crowdsourcing regression problems, Groot et al. [8] use a Gaussian Process (GP) modeling where the skill of each annotator is determined based on the noise of the observation process. For classification problems, Moreno et al. [9] use a hierarchical approach based on a Chinese restaurant process prior model that clusters the annotators into groups, combines the labels of all the annotators in a cluster, and then uses the cluster labels to learn the classifier. Liu et al. [10] introduce a probability distribution on the ability of each annotator. This ability corresponds to the probability of the true label and the one provided by the annotator being the same. The posterior distribution of the true label and abilities given the observed labels is then modeled and integrated over the abilities to perform Belief Propagation. The authors also use Mean Field inference on a related formulation and claim that their work constitutes the first application of variational inference to crowdsourcing. (See also [11], [12], which address the problem of minimizing the total price (i.e., redundancy) that must be paid to achieve a target overall reliability). Welinder et al. [13] propose a generative probabilistic model on a bird image dataset and use Bayesian inference to estimate both data difficulty and annotator bias.

The probabilistic formulation we follow in this paper is based on the one introduced in Raykar et al. [14] [15]. The authors use Logistic Regression (LR) to model the latent classifier and model, for a two-class problem, the distribution of the label provided by each annotator given the true one with two Bernoulli distributions whose parameters are named specificity and sensibility. The EM algorithm is used to estimate all the unknowns. Yan et al. [16] [17] equate specificity and sensibility, dependent on the observed features and use LR to model these conditional distributions.

More recently, and following the approach formulated in [14] [15], Rodrigues et al. [18] have use the probit function on a GP prior to model the latent classifier and the specificity and sensibility defined in [14] [15]. Inference is performed using Expectation Propagation (EP), (see also Long et al. [19] for a similar formulation and inference procedure). In this paper we show the superiority of Variational Bayes (VB) inference over the EP methodology presented in [18] when the sigmoid function is used on GP prior realizations to model the latent classifier for the same observation procedure.

3. BAYESIAN MODELING

Let \( X = \{x_1, \ldots, x_N\} \in \mathbb{R}^{D \times N} \) be a training set of \( N \) samples with unknown labels \( z = (z_1, \ldots, z_N)^T \in \{0, 1\}^N \). Let us assume that we have \( R \) different annotators, and let \( R_n \subseteq \{1, \ldots, R\} \) denote the subset of annotators who labeled the \( n \)-th sample, and \( N_r \subseteq \{1, \ldots, N\} \) the index subset of samples labeled by the \( r \)-th annotator. Finally, let the set of labels provided by the \( R \) different annotators be \( Y = \{y_{nr} \in \{0, 1\} \mid r \in R_n, n = 1, \ldots, N\} \). Our main goal is to infer the distribution of \( z \) given the information provided by the annotators.

To model the classification function relating each sample \( x_n \) to its corresponding hidden label \( z_n \) we introduce a set of latent variables \( f = \{f_1, \ldots, f_N\} \) and write the conditional distribution of \( z \) given \( f \) as

\[
p(z | f) = \prod_{n=1}^{N} \left( \frac{1}{1 + e^{-f_n}} \right)^{z_n} \left( \frac{e^{-f_n}}{1 + e^{-f_n}} \right)^{1-z_n}.
\] (1)

For each sample, we have a Bernoulli distribution, where the two terms in the right hand side of the above equation are positive and add up to 1. When \( x_n \) belongs to class 1 (that is, \( z_n = 1 \)), only the first term is considered, and a very large positive value for \( f_n \) is expected. When \( x_n \) belongs to class 0 (that is, \( z_n = 0 \)), only the second term is considered, and a very large negative value for \( f_n \) is expected.

Then, given the features in \( X \) we model \( f \) using the following GP

\[
p(f | X, \Omega) = \mathcal{N}(f | 0, K),
\] (2)

where \( K \) is a kernel matrix which depends on \( X \) and a set of parameters \( \Omega \) to be estimated. We assume \( p(\Omega) \propto \text{const.} \)

Following [14] we now define the following probabilities, named sensitivity and specificity, respectively, which relate the observed labels to the latent ones,

\[
\alpha_r = p(y^r = 1 | z = 1), \quad \beta_r = p(y^r = 0 | z = 0).
\] (3)

...
Notice that other models for these conditional distributions, like the one in [16, 17] or a simplified model where \( \alpha_r = \beta_r \) could also be used. Then, assuming that the annotators are independent, we have

\[
p(Y|z, \alpha, \beta) = \prod_{r=1}^{R} \prod_{n \in N_r} \left[ \alpha_r^{\eta_n} (1 - \alpha_r)^{1 - \eta_n} \right] z_n \left[ (1 - \beta_r) \beta_r^{1 - \eta_n} \right]^{1 - z_n},
\]

where \( \alpha = (\alpha_1, \ldots, \alpha_R), \beta = (\beta_1, \ldots, \beta_R) \).

Since \( \alpha_j \) and \( \beta_j \) with \( j = 1, \ldots, R \) are probabilities (that is, they belong to \([0, 1]\)), Beta hyperpriors are used to model them, i.e.,

\[
p(\alpha) = \prod_{r=1}^{R} \text{Beta}(\alpha_r|a_0^\alpha, b_0^\alpha),
p(\beta) = \prod_{r=1}^{R} \text{Beta}(\beta_r|a_0^\beta, b_0^\beta),
\]

where we have removed the dependency on the parameters of the distribution for simplicity and

\[
\text{Beta}(\omega|a, b) \propto \omega^{a-1} (1 - \omega)^{b-1},
\]

with

\[
\text{Mode}(\omega) = \frac{a - 1}{a + b - 2}.\]

Beta hyperpriors are usually used to model probabilities in Bayesian modeling (see [20]). Parameters \( a \) and \( b \) can be set to introduce prior information on \( \omega \), and its uncertainty. Flat hyperpriors can be considered by using \( a = b = 1 \).

With the above information the probabilistic modelling of our crowdsourcing problem becomes

\[
p(Y, z, f, \alpha, \beta, \Omega|X) = p(Y, \Theta|X) = \prod_{r=1}^{R} \prod_{n \in N_r} \left[ \alpha_r^{\eta_n} (1 - \alpha_r)^{1 - \eta_n} \right] z_n \left[ (1 - \beta_r) \beta_r^{1 - \eta_n} \right]^{1 - z_n} \text{Beta}(\alpha_r|a_0^\alpha, b_0^\alpha) \text{Beta}(\beta_r|a_0^\beta, b_0^\beta),
\]

where \( \Theta = \{ f, z, \alpha, \beta, \Omega \} \).

### 4. VARIATIONAL INFERENCE

Our objective is to find the posterior distribution \( p(\Theta|Y, X) = p(Y, \Theta|X)/p(Y|X) \). However, it can only be approximated because \( p(Y|X) \) cannot be calculated.

We use the following approximation to the posterior distribution

\[
q(\Theta) = q(f)q(z)q(\alpha)q(\beta)q(\Omega),
\]

where \( q(\alpha) \), \( q(\beta) \) and \( q(\Omega) \) are degenerate distributions, that is, they take one value with probability one and the rest have probability zero, and \( q(f) \) and \( q(z) \) are non-degenerate.

We will find the approximating distribution \( q(\Theta) \) of \( p(\Theta|Y, X) \) by solving

\[
\hat{q}(\Theta) = \arg \min_{q(\Theta)} \text{KL}(q(\Theta)||p(\Theta|Y, X)) = \arg \min_{q(\Theta)} \int q(\Theta) \ln \frac{q(\Theta)}{p(\Theta, Y|X)} d\Theta.
\]

The Kullback-Leibler (KL) divergence is always non-negative and it is equal to zero if and only if \( q(\Theta) \) and \( p(\Theta, Y|X) \) coincide. However, because of the functional form of (1), the KL divergence cannot be directly evaluated.

To overcome this problem, a variational bound [21] will be used. We have for any \( \xi > 0 \)

\[
\sigma(f) = \frac{1}{1 + e^{-\xi}} \geq \sigma(\xi) \exp \left( \frac{f - \xi}{2} - \lambda(\xi) (f^2 - \xi^2) \right)
\]

where \( \lambda(\xi) = \frac{1}{2\xi} (\sigma(\xi) - \frac{1}{2}) \). Thus, we have

\[
p(z|f) \geq H(z, f, \xi) = \prod_{n=1}^{N} \sigma(\xi_n) \exp \left\{ f_n (z_n - \frac{1}{2}) - \lambda(\xi_n) f_n^2 + \xi_n^2 \lambda(\xi_n) - \frac{\xi_n}{2} \right\}
\]

We then have the following lower bound for the joint distribution

\[
p(\Theta, Y|X) \geq M(f, z, \alpha, \beta, \Omega, Y, X, \xi) = p(Y|z, \alpha, \beta)H(z, f, \xi)p(f|X, \Omega)p(\alpha)p(\beta)p(\Omega)
\]

which produces

\[
\text{KL}(q(\Theta)||p(\Theta|Y, X)) \leq \text{KL}(q(\Theta)||M(\Theta, Y, X, \xi)),
\]

and which is now mathematically tractable.

Now, we can use \( \ln M(\Theta, Y, X, \xi) \) to obtain the best posterior distribution approximation, \( q(\Theta) \). This distribution consists of \( \alpha, \beta, \Omega \), the values at which \( q(\alpha) \), \( q(\beta) \) and \( q(\Omega) \) degenerate, and the posterior distribution approximations \( q(f) \) and \( q(z) \).

For \( \theta \in \Theta \), let us denote by \( \Theta_{\theta} = \Theta \setminus \theta \), the set \( \Theta \) with the exclusion of \( \theta \), and \( q(\Theta_{\theta}) = \prod_{\eta \in \Theta_{\theta}} p(\eta) \). For \( \theta \in \{f, z\} \), the best approximating distribution, \( q(\theta) \), in the KL sense is given by

\[
\ln q(\theta) = \frac{1}{\ln M(\Theta, Y, X, \xi) > q(\Theta_{\theta}) + \text{const.}}
\]

For \( q(f) \) we observe that \( \ln M(\Theta, Y, X, \xi) > q(\Theta_{\theta}) \) is a quadratic function of \( f \) and so, the posterior distribution will be Gaussian with parameters:

\[
\mu_f = \sum_f \left( < \theta > - \frac{1}{2} \right),
\]

\[
\Sigma_f = K - KW(1 + WKW)^{-1}WK,
\]

where \( W = \sqrt{2} \Lambda^{1/2} \), with \( \Lambda = \text{diag}(\lambda(\xi_1), \ldots, \lambda(\xi_N)) \).

For \( q(z) \), each \( z_n \) can only take two values. We have therefore

\[
q(z_n = 0) \propto \prod_{r \in R_n} (1 - \beta_r)^{\eta_n} \beta_r^{1 - \eta_n},
\]

\[
q(z_n = 1) \propto \exp(<f_n>) \prod_{r \in R_n} \alpha_r^{\eta_n} (1 - \alpha_r)^{1 - \eta_n}.
\]
Algorithm 1 GP for Crowdsourcing

Require: \( X, Y, \xi^0 \), \( \eta^0(z) \), a product of Bernoulli distributions.
1: \( k = 0; \)
2: repeat
3: \( \text{Calculate } \Omega^{k+1} \text{ the minimizer of eq. (22) using } \eta^k(z) \) and \( \xi^k \) in the function definition;
4: \( \text{Calculate } \alpha^{k+1} \text{ using } \eta^k(z) \text{ in the rhs of eq. (20)}; \)
5: \( \text{Calculate } \beta^{k+1} \text{ using } \eta^k(z) \text{ in the rhs of eq. (21)}; \)
6: \( \text{Calculate } \eta^{k+1}(f) \text{ using } \eta^k(z), \xi^k, \) and \( \Omega^{k+1} \) in the rhs of eqs. (16) and (17);
7: \( \text{Calculate } \xi^{k+1}(z) \text{ using } \alpha^{k+1}, \beta^{k+1}, \) and \( \eta^{k+1}(f) \) in the rhs of eqs. (18) and (19);
8: \( \text{Calculate } \xi^{k+1}(z) \text{ using } \alpha^{k+1}, \beta^{k+1}, \) and \( \eta^{k+1}(f) \) in the rhs of eqs. (23);
9: \( k = k + 1; \)
10: until Convergence
11: output \( \eta(\theta) \)

To calculate this quantity we first notice that
\[
p(f_*|Y) = \int p(f_*|f)p(Y|f)df \approx \int p(f_*|f)q(f)df. \tag{25}
\]
Furthermore,
\[
\left( \begin{array}{c} f \\ f_* \end{array} \right) \sim \mathcal{N} \left( \begin{array}{c} 0 \\ K_{h^T}h \end{array} \right)
\]
where \( h = [k(x_1,x_1), k(x_2,x_1), \ldots, k(x_N,x_1)]^T, c = k(x_\ast,x_\ast) \) and we have removed \( \Omega \) for simplicity.
Then, from eq. (26) we have
\[
p(f_*|f) = \mathcal{N}(f_*|h^TK^{-1}f, c - h^TK^{-1}h), \tag{27}
\]
and furthermore
\[
q(f) = \mathcal{N}((f|\mu_f, \Sigma_f). \tag{28}
\]
Combining the above two equations in eq. (25) we obtain
\[
p(f_*|Y) \approx \mathcal{N}(f_*|a, b^2) \tag{29}
\]
where
\[
a = h^TK^{-1}\mu_f \tag{30}
\]
\[
b^2 = h^TK^{-1}\Sigma_fK^{-1}h + c - h^TK^{-1}h. \tag{31}
\]
We finally have
\[
p(C_1|x_\ast) = \int \sigma(f_*N(f_*|a, b^2)df_* \approx \sigma(k(b^2)a) \tag{32}
\]
where \( \kappa(b^2) = (1 + \pi b^2/8)^{-1/2} \), (see [21] eq. (4.153) for details).

Notice that a threshold, \( 0 \leq \gamma \leq 1 \), should now be used on \( p(C_1|x_\ast) \) to assign a new sample \( x_\ast \) to \( C_1 \). If \( \gamma = 1/2 \) we only need to check whether \( a \geq 0 \).

5. EXPERIMENTS

In this section we evaluate the proposed method (henceforth referred to as VGPCR) on two different real crowdsourcing datasets: Sentence Polarity and Music Genre. For both datasets, preprocessing and feature extraction were carried out in Rodrigues et al. [22], where the datasets were also divided in training and test sets. To obtain crowdsourcing labels, training sets were made available in Amazon Mechanical Turk [2]. Both datasets can be downloaded from Rodrigues’ website\(^1\).

The real labels for both datasets are known, which allows us to measure the performance of crowdsourcing methods. We compare VGPCR with the state-of-the-art methods proposed in [14] (Raykar) and [18] (Rodrigues). We also include in the comparison a Gaussian Process Classifier trained with the real labels (GP-Gold), and a GP classifier trained using Majority Voting (GP-MV). All methods are compared using two measures: Area Under ROC curve (AUC) and Overall Accuracy (OA) which is calculated for \( p(C_1|x_\ast) \geq 1/2 \) in eq. (32).

\(^1\)http://www.fprodrigues.com
Table 1. Examples of positive and negative samples in Sentence Polarity dataset [23].

<table>
<thead>
<tr>
<th>Sentence</th>
<th>True Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>“An original gem about an obsession with time.”</td>
<td>“positive”</td>
</tr>
<tr>
<td>“A poignant comedy that offers food for thought.”</td>
<td></td>
</tr>
<tr>
<td>“This is amusing for about three minutes.”</td>
<td></td>
</tr>
<tr>
<td>“I didn’t laugh. I didn’t smile. I survived.”</td>
<td>“negative”</td>
</tr>
</tbody>
</table>

Table 2. Figures of merits for all compared methods in Sentence Polarity dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Training set</th>
<th>Testing set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>OA</td>
</tr>
<tr>
<td>GP-Gold</td>
<td>0.9130</td>
<td>0.8376</td>
</tr>
<tr>
<td>GP-MV</td>
<td>0.8706</td>
<td>0.7856</td>
</tr>
<tr>
<td>Raykar</td>
<td>0.9094</td>
<td>0.9066</td>
</tr>
<tr>
<td>Rodrigues</td>
<td>0.9411</td>
<td>0.8940</td>
</tr>
<tr>
<td>VGPCR</td>
<td>0.8860</td>
<td>0.8132</td>
</tr>
</tbody>
</table>

Table 3. Figures of merits for all compared methods in Music Genre dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Training set</th>
<th>Testing set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>OA</td>
</tr>
<tr>
<td>GP-Gold</td>
<td>0.9769</td>
<td>0.9570</td>
</tr>
<tr>
<td>GP-MV</td>
<td>0.8553</td>
<td>0.9190</td>
</tr>
<tr>
<td>Raykar</td>
<td>0.9290</td>
<td>0.9574</td>
</tr>
<tr>
<td>Rodrigues</td>
<td>0.9430</td>
<td>0.9224</td>
</tr>
<tr>
<td>VGPCR</td>
<td>0.9107</td>
<td>0.9353</td>
</tr>
</tbody>
</table>

5.1. Sentence Polarity dataset

The first dataset, Sentence Polarity [23], consists of 10427 sentences extracted from movie reviews in “Rotten Tomatoes” website. The goal is to decide whether a sentence corresponds to a “positive” or “negative” review. In Table 1 we show four sentences in the dataset.

In “Rotten Tomatoes”, each author of a review labels it as “fresh” or “rotten” depending on whether it is “positive” or “negative”, respectively. These labels are the ground truth. They are used for evaluation purposes only.

The dataset is divided into training and testing sets, with 4999 and 5428 samples, respectively. Preprocessing and feature extraction procedures are described in [22]. They result in feature vectors with 1200 components.

Table 2 contains the figures of merits for all the compared methods. For the test samples, VGPCR obtained 0.8001 and 0.7257 AUC and OA, respectively, while for the training set, the values were 0.8860 and 0.8132, respectively.

As expected, since GP-Gold was trained with the real labels, it obtained the best results for the testing set, while GP-MV performed worse than the proposed method.

Raykar’s method obtained the worst results for the test set. However, for the training set, it obtained 0.9094 and 0.9066 AUC and OA, respectively, almost 20% better than for the testing set, which indicates that the model overfits. This is probably due to the use of a linear kernel on the feature vector with no regularization on the regressors. Finally, notice that for the testing set, Rodrigues’ method obtained 0.7808 and 0.7181 AUC and OA, respectively, i.e., 1.93% and 0.76% respectively lower than the proposed method. However, AUC and OA figures were very high for the training set. Therefore, Rodrigues’ method also seems to overfit the data.

5.2. Music Genre dataset

For the second experiment, we use the Music Genre dataset [24], which consists of 1000 fragments (30 secs. length) of songs. The goal is to distinguish between 10 music genres: classical, country, disco, hiphop, jazz, rock, blues, reggae, pop, and metal. We use a one-vs-all strategy to address this multi-class classification problem.

The dataset contains 100 samples from each genre, which were randomly divided in 70 samples for training and 30 for testing.

To label the training set, each annotator listened to a subset of fragments and labeled them as one of the ten genres listed above. 2945 labels were provided by 44 different annotators.

For preprocessing and feature extraction, the authors in [22] used Marsyas music information tool, to extract 124 features from the original dataset. These features include: means and variances of timbral features, time-domain zero-crossings, spectral centroid, rolloff, flux and Mel-Frequency Cepstral Coefficients (MFCC).

In Table 3 we show the results obtained by the compared methods on the Music Genre dataset. For the testing set, VGPCR obtained 0.9069 and 0.9263 AUC and OA, respectively. For the training set, the corresponding values were 0.9107 and 0.9353, respectively. These results are close to the obtained ones on the testing set, which means that no overfitting is produced.

Again, the results obtained by VGPCR are between those obtained by GP-MV and GP-Gold, however, the differences are more pronounced here than in the first experiment.

Raykar’s and Rodrigues’ methods obtained 0.8595 and 0.8822 AUC, respectively, for the testing set, which translates to 4.74% and 2.47% worse performance than VGPCR, respectively. Notice that, for the training set, both methods perform better than VGPCR, which means that they are capable to better fit the training samples, but the fitted models do not generalize well.

2http://www.rottentomatoes.com/

3http://marsyas.info/
6. CONCLUSION

In this paper we have addressed the crowdsourcing problem, where a classifier must be trained without knowing the real labels. Instead, a set of labels is provided by different annotators. The underlying classifier has been modeled using a Gaussian Process, and annotators were modeled with their corresponding sensitivity and sensibility values. Our formulation models scenarios where each annotator may label a subset of the training samples only. Variational Bayes inference has been used to derive an algorithm which allows us to estimate all the model parameters automatically. In the experimental section the proposed model has been evaluated and also compared with other state-of-the-art methods on two real datasets. The performed experiments indicate that the proposed method is more robust to overfitting, which leads to better results for new predictions.
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