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Extended abstract

Nowadays, data science is very popular due to the overwhelming mass and
streams of data available in the digital world. Its main purpose is to extract
information from data, in order to satisfy user’s expectations, needs and requests.
In this setting, interpretability is one of the key elements in the evaluation of
the quality of this process or of its steps. In this paper, we consider fuzzy data
science where fuzzy systems are a way to improve interpretability.

The concept of interpretability is complex and multifaceted [5]. For instance,
explainable AI is very popular and it is a hot topic in the statistical machine
learning community [2]. Moreover, interpretability is also highly dependent on
the end-user, of his/her knowledge, and of the application domain.

We focus on two aspects of interpretability on which fuzzy systems prove their
efficiency [3, 1]. First of all, interpretability of a learning model enables the user
to understand the model on which the system is based to provide information,
for instance to identify a class or a decision, or to present the answer to a query.
Secondly, the interpretability of the information provided by a machine learning
classifier can be regarded through the capacity of a human being, non expert
in machine learning, to understand this result, for instance expressed in natural
language-like form.

The interpretability of a learning algorithm is important and it has often
been taken into account in data mining. For instance, according to end users,
the understandability of the decision tree-based learning algorithm is considered
as higher than the one of the SVM algorithm. Indeed, this last algorithm re-
quests more specific mathematical notions (matrix, vector, hyper-plane, model
optimisation,...) than those involved in the previous one.

On this topic, few works have been proposed in the fuzzy community. The
interpretability of a machine learning algorithm involves the understandability
of its validity and the proof of the appropriateness of the learning mechanisms
it is based on. The validity is defined here as the way the algorithm fits the the-
oretical process of construction of the model that have been thought about. For
instance, the decision tree algorithm validity is based on the use of information
theory that provides strong and rigorous explanations about its building pro-
cess. In a similar way, to provide a better understandability of the fuzzy decision
tree construction algorithm, justifications have been proposed to explain the ex-
tension of the classical machine learning algorithm to an algorithm adapted to
handle fuzzy or imperfect knowledge [4].
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Indeed, this kind of interpretability and formal proofs of the validity of the
fuzzy algorithm are crucial to better explain to end users how the algorithm
proceeds and why she/he could be confident in it.

The interpretability of the results of a classifier is important when these re-
sults are proposed to an end-user. Such a result should be either understandable
by itself, or explainable by means of additional information.

The output can be semantically explained, and in this case it should refer
to classic expressions in the involved domain. Moreover, it should also refer
to intuitive knowledge such as ”membership to a class”, easily understandable
even by a user unaware of fuzzy modelling. In this kind of interpretability, even
classic data mining algorithms can be concerned as it is easy to provide them
with a post-processing step in which the output of the model is fuzzified to offer
linguistic labels to the user.

On the other hand, explanations could be provided to help the user to under-
stand the obtained results. In this case, in statistical machine learning, current
works focus on providing mathematical explanations to interpret classification
results [6]

Thus, in both of these aspects, fuzzy systems provide solutions because of
their ability to interact with human beings. The importance of fuzzy solutions
to various steps of data science methods has for instance been highlighted in [5].
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