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Chapter 1

Introduction

This thesis approaches the "Use of Data Mining techniques for the Automatic Authority Control". During this Introduction, the Automatic Authority Control Problem will be described from a general point of view on Section 1.1. The motivation and objectives of this thesis are covered in Section 1.2. In Section 1.3 it is described how the Authority Control problem can be seen as a clustering problem. Section 1.4 describes some background and previous works and finally, in Section 1.5 the outline of this thesis is described.

1.1 The authority control problem

Authority Control is the process of recognizing different representations of the same concept in the collection of a library [86]. Library of Congress defines Authority Records as a tool used by librarians to establish forms of names (for persons, places, meetings, and organizations), titles, and subjects used on bibliographic records. Authority records enable librarians to provide uniform access to materials in library catalogs and a clear identification of authors and subject headings. For example, works about "movies", "motion pictures", "cinema", and "films" should all appear under the established subject heading "Motion pictures."
Authority control could be applied to several entities, being the names, venues and series the most common ones. However, on this thesis, the problem that will be approached is the name authority control. This modality focus on personal names and their different representations.

Traditionally, the authority control process was performed by librarians, as they usually are people in charge of a library. They normally are perfectly aware of the records kept in their libraries, so they could take the role of human experts. Considering that the records differ among libraries, the authority control process should be performed in a different way for each one and it could not be shared or reused. This creates a locality problem that has been tried to address by some initiatives who had been tried to internationalize and automate it, as the one held by LITA (Library & Information Technology Association) since 1979. [44]

The first steps towards automatic authority control were oriented to the standardization of the records, with the development of the MARC (Machine Readable Catalog) System [42]. This initiative was the first one providing an uniform way to store bibliographic records using a common language for libraries worldwide. That system included a tool for representing authority control results by the use of access points suggesting alternative names for specific authors. Although it represented a first step in that direction, MARC System does not provide automation, remaining authority control as a manual process performed by librarians.

Nowadays, libraries have expanded with the development of Digital Libraries. They are websites containing the same kind of records that could be found on a phisical one, like books, audios, scientific publications, etc. On this thesis we will focus on the scientific publications area. A Digital Library of scientific publications is
Performing a proper authority control process could be a tough task for every library, but it becomes specially harder when we are talking about a digital library on the web. There are several causes for that problem, as the demise of the figure of the librarian, in some cases, or the representations problems caused by noise, on those cases where their records had been automatically retrieved.

A good example of what we are talking about could be found on the search results of the surname Delgado over CiteSeerX. Between the results it is possible to find the publication Agricultural Growth Linkages in Sub-Saharan Africa. The author field of this publication reads “by Peter Hazell, Anna A. Mckenna, Peter Gruhn, Baba Di Oum, Sene Gal, Wenche Barth Eide, Nor Way, Geoff Miller, Aus Tra Lia, Benno Ndulu, Tan Za Nia, Christopher L. Delgado, Christopher L. Delgado, Jane Hopkins, Jane Hopkins, Valerie A. Kelly, Valerie A. Kelly, Behjat Hojjati, Behjat Hojjati, Jayashree Sil, Jayashree Sil, Claude Courbois, Claude Courbois”. Giving a close eye to this list, it is possible to see that it has a high number of duplicates. Furthermore, some entries do not seem to correspond to personal names, like Sene Gal, Nor Way, Aus Tra Lia, and Tan Za Nia which look like they are country names. Checking the original publication from which this information has been extracted, it is possible to see that its real authors are Christopher L. Delgado, Jane Hopkins, Valerie A. Kelly with Peter Hazell, Anna A. McKenna, Peter Gruhn, Behjat Hojjati, Jayashree Sil, and Claude Courbois. Comparing this list with the one from Cite-
SeerX, it is possible to find some names which do not correspond with any author on the list. A further check on the document shows us that these names are the Board of Trustees, and Senegal, Norway, Australia, and Tanzania are their countries of origin.

Mostly all digital libraries provide some sort of search facilities to ease the searching and finding process. Normally, that is the most common way to look for some information on them as they provide the specific publications that match a query made by the user. Commonly, digital libraries allow different kinds of searches, like searching by title or name. For our purpose, we will focus on the search by name, that returns publications written by an author specified by the user in the search query. However, obtaining all publications by a specific author could be a difficult task due to the lack of uniformity in the names, due to the lack of an authority control process. Some of these Digital Librarys are making big efforts to offer partial name disambiguation, but there is still a big amount of data where that information is not available or it is not correct. This problem becomes harder when users try to find information about a specific author. Automatic authority control could be very helpful in this problem for both the Digital Libraries and users. For the Digital Libraries, an automatic authority control process could help, or even avoid, the manual identification of the authorship in publications. For their users, it could provide more accurate searches by name.

Searching over an author name in a Web Digital Library could not be an easy task due to the so called Identity Uncertainty problem (the impossibility of distinguish between two authors sharing the same name), as well as the multiple representations available for it, as the use of abbreviations or not, the existence of a middle name or a second surname, language-specific characters, etc. This problem may be more severe if we use sources that contain noise, inconsistencies, or character-set related problems side-effects of the use of automatic gathering data systems. All those issues
could result in mistakes and noise that could make the search by author process at some Digital Libraries very difficult.

Let us illustrate with an example the kind of problems that the users may deal with when searching for an author name. Suppose that we are interested in publications written by an author called James Smith, so we search in a Digital Library using the query \textit{James Smith}. As a result, we get three entries: “Data Mining for educational purposes”, “How to teach Data Mining”, and “Electric Calibration of a PBC”. If we know that James Smith works in Data Mining, it is likely that we realize that “Electric Calibration of a PBC” is not one of his works, but to detect that, we need some further knowledge that is not always available. Furthermore, we are interested in a paper called “Data Mining in practice” that we are sure that has been written by James Smith, but it is not shown in the previous results. This is because it has been published under J. Smith, and so, it has not been shown in the previous search as it is not under the same name.

The previously stated example shows the two biggest issues that make difficult to find all publications by an author in most Digital Libraries. The first one is the so called \textit{Identity Uncertainty} problem. It can be defined as the impossibility of distinguishing the authority of a document without using extra information if there are two or more authors sharing the same name. The second one is the \textit{Multi-representation} problem, which arises when there are different representations for an author’s name. Different publication venues demand different ways of writing a person’s name, so when results have been automatically extracted from those sources, the same author would be represented under different names. Besides these problems, it is also common to find ambiguous entries due to errors like misspellings, noise, character-set related problems, etc.
Finally, it should be noted that Authority Control can be seen as a specific case of *Entity Resolution*. Entity Resolution has been defined as the problem of identifying and joining duplicates on a database with different representations for the same entity. That is, to find those entries on a database (or databases) referring to the same thing. If we consider a Digital Library as a database of publications, Authority Control could be a specific case of Entity Resolution where authors with different representations of their names are identified. Under that idea we are going to approach the Automatic Name Authority Control problem from an Entity Resolution perspective.

1.2 Motivation

As we stated the Automatic Name Authority Control is a process that applied to a Digital Library could ease the "name search" process. Nowadays there are initiatives like ORCID\(^1\) helping to identify the authorship in research publications. They propose the use of a unique researcher ID linking unambiguously each publication with its author. That process requires for all authors to manually mark their publications on every source where they are available. However, as this is a recent initiative, there is a big number of publications that have not been marked with their respective researcher IDs yet. The Automatic Authority Control could be of much help to this kind of initiatives, as it avoids the need to manually mark the publications.

It is the purpose of this thesis to use Data Mining to solve this problem. Among all the different types of techniques belonging to this topic, the one that seems most appropriate for it is *Clustering*. This technique, considered part of the unsupervised

\(^1\)http://orcid.org/
learning methodologies, finds the groups underlying in a dataset, without the need of supervision provided by class labels. This techniques are very suitable for those problems where the number or the nature of the classes are not known, as with Authority Control. When performing Authority Control over search results, there is not a predefined number of Authorities. Even if some Digital Libraries, like DBLP, return their results grouped by author, that grouping usually has a lot of mixed or split authors, so that number could not be used. For this reason, Clustering is the Data Mining technique that could help us to automate this problem.

During the process of approaching this problem from a clustering perspective, the validation problem arose. It meant that there was not an unsupervised way to find out if the results were or were not correct. For that reason, in a first approach, an expert has been included in the process who provided a baseline to define the quality of the clustering. Next, we considered that this information seemed too valuable to use it just for validation purposes, as it could be helpful in the grouping process itself. That lead to the idea of the use of Semi-supervised clustering.

Semi-supervised clustering are Data Mining techniques in the middle of supervised and unsupervised learning. They apply a small portion of external information to the clustering process with the intention of improving in some way its results. It is the intention of this thesis to study a new Semi-supervised clustering algorithm that could be used in the automatic Authority Control process, as well as other domains.

In short, this thesis has two basic objectives:

- The Automatic Authority Control from a clustering perspective.
- The design of a new Semi-supervised Clustering algorithm.
• The application of this new algorithm to the Automatic Authority Control problem.

How the first foundation was approached and lead to the second one is described on further detail in the next section.

1.3 Authority Control as a clustering process

Authority Control can basically be seen as the process of grouping records and labeling them with an authority mark. Focusing on the problem addressed in this thesis, Name Authority Control in digital libraries of scientific publications, it can be seen as the process of grouping scientific publications by author. It is our intention to address this problem from a searching perspective, i.e. with the intention of easing the search process and helping the user to find the desired information in a more clear way.

Talking about grouping is talk about clustering. According to [61], clustering can be defined as "a statistical classification technique for discovering whether the individuals of a population fall into different groups by making quantitative comparison of multiple characteristics". It means that clustering is the process of finding the underlying groups hidden in some data. In this specific case, it consists in finding the different publications of every author in a document corpora obtained from a digital library. From the definition, it is possible to deduce that the elements should be compared in some way, and these comparisons should be made considering multiple characteristics. Understanding properly these two concepts is the key for a good clustering process.

A quantitative comparison is, in this context, a measure. This measure provides a way to compare two instances (documents in our problem) assigning a value rep-
resenting their level of similarity. Most clustering algorithms are based on these kind of measures and it is very important to choose the one that fits best the requirements of the problem. This lead us to the second element, the characteristics. These are elements inherent to the problems that represent the important aspects of the compared entities and allow to characterize them.

On chapter 2 we have addressed these issues by providing a formal model that allow an intermediate representation of the Authority Control problem. It is done by its definition as a specific case of entity resolution. Under this model two different proposals for cases, i.e. elements to include in the process have been made. Regarding distance measures, different proposals have been made as well as including an ad-hoc measure to compare personal names.

Using those definitions, a first proposal of a system for automatic authority control has been made based on unsupervised clustering. This system is able to take the output of a search over a Digital Library, and return those publications grouped by author name. As publications have several authors, they have been grouped according to the one that was queried in the search.

Clustering algorithms may be divided in two very big categories: partitional and hierarchical. Partitional algorithms divide the input data into a number of groups previously specified by the user. On the other hand, hierarchical clustering groups all instances into a tree structure where each branch represents a cluster. Under this model, there is no need to pre-specify the number of clusters that should be obtained, but it is possible to apply some technique to calculate it automatically. One thing about searches is that the user does not know how many documents will be returned as the result of its query, so there is not way to predict how many authors will be found. For that reason, the automatic authority control problem should be
solved by means of hierarchical clustering.

To validate the output of that system, an expert was included in the process for giving us a baseline of correct groups (authorities) that could be used for further comparisons with the output of the system. However, that information is very costly, as the expert should take some time studying the results as somehow provide a manual authority control.

Considering the characteristics of this expert information, it was possible to see that they established some relationships providing feedback about what elements should be placed in the same group, and what elements should not. Under those premises arose the idea of using that information as part of the clustering process to try to find an even better solution than the one from traditional clustering.

The process of introducing external information in the clustering process is called *Semi-supervised clustering*. Among all the semi-supervised clustering literature, there is a pretty interesting model called *Instance level constraints* [107]. They provide insight about pairs of instances in two ways: *must-link* and *cannot-link*. As can be deduced by the names, *must-link* constraints indicate pairs of instances that should be in the name cluster, whilst *cannot-link* indicate that those elements should not be together. The process of translating from the correct authorities to these constraints is trivial, as elements in the same cluster produce must-link constraints and elements in different clusters provide cannot-link constraints.

Traditionally, semi-supervised clustering used the external information to modify the clustering process in some way. However, experimental results have shown that our proposal of distance measure and cases provide a pretty good clustering tree, but the methodology to find its optimal number of clusters could be improved. Under
this idea, we introduce a new semi-supervised clustering algorithm that introduces external information to find the optimal partition of the tree. Chapter 3 provides an extensive description of this algorithm.

On first instance, as the constraints defined from the expert information are crisp, the semi-supervised clustering algorithm made use of this kind information. However, due to the fuzzy nature of hierarchical clustering and the difficulties that the experts sometimes find to provide their information, a fuzzy instance level constraints model was proposed. It represents must-link and cannot-link constraints in a fuzzy way, allowing the expert to provide a degree of belief in the information that is providing without the need of being sure about it.

After the definition of these models, there is an extension that arises naturally from them. Even if the fuzzy information provides a pretty flexible model for the expert, it is still quite costly. For that reason, the automatic generation of instance level constraints have been studied and tested on Chapter 4.

1.4 Background

As stated on Section 1.2 This thesis has two main foundations: Automatic Authority Control and Semi-supervised Clustering. For this reason, the background of these topics is going to be studied separately. Section 1.4.1 contains a literature review of authority control and how this problem has been approached previously from a Data Mining perspective. On the other hand, Section 1.4.2 covers Semi-supervised Clustering.

1.4.1 Authority control

In 1979, LITA held the conference “Authority control: the key to tomorrow’s catalog” from which two conclusions were drawn: the need of creating a global authority
file shared by different institutions worldwide and the importance of an automatic system capable of keeping consistence between different records within a library [44].

Regarding automation, in 1987, Library of Congress took the first steps on it by editing the first edition of the specifications document for the MARC 21 system. MARC stands from Machine Readable Catalog and names a standard system to store bibliographic records using a common language for libraries worldwide. This system, in addition to unify the way in which the information is stored, first proposes a way to keep the authority control in the catalog using access points suggesting alternative names for an authority [42].

Authority files internationalization is still today a project under development, achieved only locally or regionally by institutions like Library of Congress at USA and Consortium of European Research Libraries (CERL) on Europe. Concerning the automation of the authority control process several approaches had been taken.

In 2000, Snyman et al [101] , made an interesting proposal of internationalization of the authors names by assigning them an unique identifier, working in the same way than ISSBN does for books. Actually, the ORCID initiative (Open Researcher and Contributor ID) is planning to develop an independent registry of unique identifiers for personal’s names of individual researchers.

Trying to automate and improve the process of gathering bibliographic data, in 2005 the project MarcOnt, experimented with the use of ontologies to make them more complete and compatible with other web formats like BibTex or Dublin Core [68].

In the same year, Stefan Gradmann, from University of Hamburg, wrote about
the possibility of using Semantic Web as a tool to model a bibliographic catalogue using web information. That work was motivated by the amount of poor structured information available at online catalogues [46].

A year before, in 2004, the first approaches to automatic authority control system were developed. One of the best examples of that was the OpenDBLP project [57]. On that work the author tried to solve problems raised from the lack of name and conference authority control. Their proposal is not fully automatic, but is the final user who, using a web interface, decides the changes that must be done.

Most of the automatic approaches to this problem that can be found in the literature suggest solutions based on Data Mining techniques. [55] propose a solution to this problem using two different supervised learning approaches: a Naïve Bayes classifier and a Support Vector Machine over a model built from three attributes: coauthor names, paper titles, and journal titles; as well as author names as labels for training the classifier. In [45], the authors also propose an unsupervised hierarchical learning approach, with the use of a K-way spectral clustering.

In [58], the authors propose an integrative framework for solving the name disambiguation problem in two steps. In the first step, a blocking method creates candidate classes of authors with similar names and in the second step, a clustering method, DBSCAN, groups papers by author. They use a distance metric between papers based on an online active selection support vector machine algorithm (LASVM).

A heuristic hierarchical model is proposed in [23], where the authors use the same three attributes as [55]: coauthor names, paper titles, and journal titles. Their method combines a distance function to compare similarity among the input records
with heuristics that implies certain assumptions about citation records, like assuming that an author usually publishes with the same group of coauthors. Furthermore, they also apply the same model to build synthetic authorship records using a model based on probabilities [41].

The potential of exploiting relationships between entities has been considered in [12, 64], where the authors propose the use of a graph of relations between elements to share additional information that can help to identify the authorship of a publication. [103] propose an unified framework for name disambiguation in Digital Libraries using a probabilistic approach based on Hidden Markov Random Fields. For that, they build a graph based on relationships within publications based on parameters like venue, authorship, citations, etc.

The previously defined works approach the Authority Control problem for the whole library, although using a representative subset of the records to test the method. However, in [13], the authors propose to solve entity resolution from a query dataset using relational clustering techniques. Another approach from the Entity Resolution point of view can be found in [86], where the authors try to introduce some authority control using a manual preprocessing stage and developing a probabilistic model to decide whether two citations correspond to the same paper.

As can be seen in the previous proposals, the Authority control problem has been addressed from very different points of view. However, the solution offered has been typically restricted to the Identity Uncertainty problem. Among these solutions we can find a wide range of grouping methods, both supervised and unsupervised. Among the supervised proposals, some of them make use of Support Vector Machines (SVM) [91, 55], or SVM variations like LASVM [58]. Other proposed methods include: Naïve-Bayes [55], Random Forest [105], Latent Dirichlet Allocation [41] or
Markov Chains [103]. Unsupervised methods include WAD method [92] or Hierarchical Heuristic Based Method [23].

Besides Data Mining techniques, other methods propose the use of semantic information as [20], where the authors use a list of words related to the author and [70] that uses an Actor Ontology to create semantic lists of authorities.

Considering the literature to solve the Authority Control problem, there are still some unresolved problems. One the biggest lacks of current systems is that they cannot be applied for general purposes. It means that they need very specific attributes, like venue or citations, that are not available in many Digital Libraries or that are hard to obtain. Our proposal works with a very simple model that only uses attributes that can be found in any source: title and authors. Furthermore, additional non-standard attributes like abstract can be also included in the model, but they are not necessary for proper performance and can only be used when they are available. In addition to that, our method does not require any training or privileged information like the number of authors or publications.

We face the problem of automatic authority control using surname searches. It allows us to perform the Authority Control process on-demand. By using this approach, it is possible to obtain almost all publications for a specific author. Normally, the surname of an author does not change among publications. Some venues have specific rules about how to write first or middle names, but these do not apply to surnames. For that reason, searching for the surname will return almost all publications by that specific author, excluding those with typos. Using that way to obtain data, it is possible to find almost all the information needed to disambiguate authors without having to use the classic approaches of using the whole database. In that way, a controlled-size dataset is generated, avoiding the scalability prob-
lem that can arise with large datasets. Another advantage of combining our choice of attributes with this approach is that the need for building complex graphs of relationships among elements is avoided, allowing an easy and controlled way of comparing elements.

Our methodology to for automatic authority control in searching is based only on the information about publications that is available in most Digital Libraries. It solves at the same time both problems related with name ambiguity in searches: *Identity Uncertainty* and *Multi-representation*. To do that, we propose a methodology based on Data Mining techniques.

### 1.4.2 Semi-supervised clustering

Chapelle et al. [17] define semi-supervised clustering as: "halfway between supervised and unsupervised learning. In addition to unlabeled data, the algorithm is provided with some supervision information –but not necessarily for all examples". This definition set us semi-supervised clustering as a technique that introduce external information in a clustering process. Its main difference with classification is the amount of external information required in the process, as generally, semi-supervised techniques only require supervision for a small amount of examples. There are some reviews about this specific topic like [5], [48] where the most important publications in the area are summarized.

There are two basic currents in semi-supervised clustering: using *partially labeled data* and using *instance level constraints*. The first approach is similar to supervised classification in the sense that both use some labeled examples to find a model that allows the proper classification of some data. However, semi-supervised methods need a considerably smaller amount of labeled examples than supervised ones. The
first works found in this line are related with fuzzy clustering where some modifications to the FCM algorithm have been proposed [87]. After that first work, several improvements can be found also in the same line [11, 90, 71, 10, 16, 88, 89, 112].

In addition to this first fuzzy proposal and its variants, the use of partially labeled data has been extensively studied in the literature. One of the most popular proposals in that area is *Semi-supervised clustering by seeding* [6], where the authors propose the use of semi-supervision as seeds for the K-means algorithm. Some other relevant papers on this area include: [9, 53, 100, 102, 24].

The second approach, *Instance Level Constraints*, was first described by Wagstaff et al. [107]. This method introduces semi-supervision as some kind of constraint that indicates whether two pairs of instances should be placed on the same cluster. The first method developed following this model was a modification of the COBWEB algorithm that incorporated the constraints. The same authors also proposed a modification of the K-means algorithm [108] called COP-KMEANS, that basically modified the original algorithm by avoiding assigning points to clusters that violate any constraint. However, one of the potential drawbacks of that proposal is that it does not allow any constraint to be violated. Basu et al. on [7] proposed the PCKMeans method to solve that problem by allowing the user to specify a penalty for violating some of the constraints.

In addition to these first proposals, that could be considered the basis of the use of instance level constraints, it is possible to find several other approaches in the literature. Some traditional methods have their semi-supervised version, like Markov Random Fields [66], Conditional Distributions [100], Spectral Clustering [109], among others [69, 8]. Several studies have also been made regarding the feasibility of instance level constraints. Some of the most important ones could be
found in [24, 106, 25].

Regarding similar domains of applications than the Automatic Authority Control problem, Semi-supervised clustering with instance level constraints have been applied to text clustering on several occasions: [84, 116, 59, 18, 115].

Most attention in semi-supervised clustering has been focused on partitional clustering. Some of the proposals on hierarchical clustering have been oriented to distance-learning [14]. Based on that idea, on [26], the authors make a complexity study and offer a proposal introducing a third kind of instance level constraints. Other proposals that introduce new kinds of constraints include [54]. All these works and some others like [81], [82], [3], [114] introduce semi-supervision in the process of creating the dendrogram. The approach proposed in this paper introduces semi-supervision differently, as we do not modify the dendrogram or the distance function. This paper starts with the premise that the dendrogram is already created and introduces semi-supervision in a further stage that is finding the optimal partition of the data when the number of groups is not known. As far as we know, this is the first proposal that uses semi-supervision in that way.

Even if most of the first approaches to semi-supervised clustering where related with fuzzy clustering, there are not so many examples of the use of fuzzy information in semi-supervision. Pedrycz [87] proposed to include some fuzzy-labeled patterns into fuzzy clustering procedure, idea that was also incorporated on some of its extensions [90, 15, 75, 113]. Other proposals based on instance level constraints define a function that establish the cost of violating the constraints for the fuzzy clustering algorithm [51, 49, 50, 43, 79, 74]. A different approach where the authors use the constraints to assign a initial value to seed the fuzzy clustering algorithm can be found in [111].
The fact that instance level constraints can have some level uncertainty is not an approach that has been considered often in the literature. For this reason we introduce the *fuzzy instance level constraints* on Chapter 3 as a model to give experts flexibility when providing their information.

### 1.5 Outline

This thesis is organized as follows:

- Chapter 2 is devoted to the Authority control problem from a Clustering perspective. This chapter describes a system to approach this problem automatically, as well as a formal model that provides a proper representation for automatic processing of the required data. An initial approach to the proposals in this chapter have been published in a JCR journal [38], as a work in the 10th International Conference on Intelligent Systems Design and Applications [31] and communicated in the XVI Congreso Español sobre Tecnologías y Lógica Fuzzy [32]. Additionally, part of the theoretical model described have been submitted to an international journal with impact factor [33].

- Chapter 3 described a semi-supervised clustering approach that could be applied to the Automatic Authority Control. This approach has two different parts: *Crisp HSS* which is a semi-supervised hierarchical clustering algorithm based on crisp information and its fuzzy counterpart *Fuzzy HSS*. Part of this chapter has been presented as a work in the IFSA World Congress and NAFIPS Annual Meeting, 2013 [34], the 15th International Conference on Information Processing and Management of Uncertainty in Knowledge-Based Systems [35], communicated in the XVII Congreso Español sobre Tecnologías y Lógica Fuzzy [36] and submitted to an international journal with impact factor [37].
Chapter 4 proposes a methodology for the automatic generation of *instance level constraints* that could be used in semi-supervised clustering process. Parts of this chapter have been published in an international journal with impact factor [30].
Chapter 2

Authority Control from an unsupervised clustering perspective

In the previous chapter it was outlined how the Authority Control problem can be seen as a clustering problem. In this Chapter, all the elements that allow approaching the problem in such way will be described. In Section 2.1 there is a proposal of system architecture, that describes our proposal of getting from data in Digital Libraries in the Web to resolved Authorities. In addition to that, in Section 2.2 there is a full description of the theoretical model that provides a proper representation of the problem that can be used in a clustering process. Section 2.3 covers all the details of the clustering process, including the divergence measures, and a proposal for verifying the results. Finally, in Section 2.6 this approach is tested experimentally from the perspective of unsupervised clustering.

2.1 System Architecture

In this section, a system to help in the process of searching by name over a digital library is introduced. To start working with the system, the user must introduce an author name. This name must specifically be a surname corresponding with the
author that the user wants to check. It will be used to query the DL that will return a set of publications as search results. The system will group these results according to their authorship and they will be returned to the user in an easy way to read. This process has been summarized in Figure 2.1.

This system can be divided into two different modules:

- Data Preparing Module
- Data Mining Module

The *Data Preparing Module* is in charge of gathering the search results from the
digital library and prepare them to be grouped into authorities in the *Data Mining Module*. System architecture is described in detail in Figure 2.2, including all subparts in each module. The following subsections will provide details of each of the modules composing this system.

### 2.1.1 Data Preparing Module

The first part of the system is the *Data Preparing Module* whose main function is to collect data from the DL and prepare it to be used in the *Data Mining Module*. However, the information that can be obtained from the web is textual, so it needs
a representation to provide a proper data structure to allow an automatic processing.

It is possible to distinguish two different parts in the Data Preparing Module: Data Gathering process and Preprocessing stage. In the first part, a digital library is queried to collect its results. In the second part, the information gathered in the previous step is preprocessed to clean it and prepare it for the Data Mining Module.

**Data Gathering**

To query the digital library, the system asks requires an author surname from the user. Using this surname as a query, the system collects all search results from the source and extracts from them the information that will be necessary for our system. Specifically, this information includes: bibliographic references and abstract. Bibliographic references are structures keeping details of the document like title, publication year, author names, journal or proceeding name, etc. Their main advantage is that they keep information in a structured way allowing automatic processing. It is important to point out that, in some DLs, the abstract can be included in the bibliographic reference, so it is not necessary to extract it independently. Apart from that, in other DLs, abstract information is not available, so the system uses only the bibliographic reference.

Generally, search results are provided as HTML documents, but any textual format can be used. Once these documents are processed and the data have been gathered, the bibliographic reference is also processed to extract each one of its components, according to the type of document it represents. When all the information has been extracted, it is stored into an object-relational database. This database will keep the original records during the whole process.
The previously described process can be summarized into three steps: search results processing, bibliographic reference processing and information storing. After them, we have several details from publications, including title, authors, year, publisher, etc. However, our system only needs title and authors, as well as abstract, if available. We have restricted our system to work with these data because it is possible to find all these items in the bibliographic reference for any kind of publication in any source. The previously described information goes through a Preprocessing stage that will clean it and prepare it for the Data Mining Module.

Preprocessing

The Preprocessing stage has two purposes: to clean the information extracted in the previous module and to extract clean terms from title and abstract. Preprocessing is necessary in our system because we intend to work with noisy DLs. Noisy information may have problems of accuracy and completeness as well as missing values and/or codification errors. All these problems can be partially fixed by this process. For preprocessing purposes, we have distinguished between two types of data: titles and abstracts and author names that are preprocessed in two different ways.

Terms from title and abstract are extracted through series of filters that clean and standardize the words that may be found in a sentence or in a text. Some examples of these filters are: Tokenizer [99], Number removal, StopWord removal and Porter Stemming [95], etc. As a result of this preprocessing, two bags of terms are obtained: one for titles and one for abstracts. Further details of the process used for this specific solution can be seen in Section 2.6.1.

For author names, a basic filtering process has been used. This process removes extra-spaces and special characters including accents. After that, the resulting strings are transformed into an uppercase representation.
Once the preprocessing has been done, data is ready to go through a *Data Mining* process, which will be performed in the next module. It will be described in the next section.

### 2.1.2 Data Mining Module

The *Data Preparing Module*, was in charge of collecting data and preprocessing it in order to prepare it for the *Data Mining Module*. In this module publications are grouped by author in such a way that each group represents an authority.

The *Data Mining Module* has three different parts:

- **Intermediate representation**: Expresses data into an intermediate representation following a formal model that will be described on Section 2.2.1.

- **Clustering process**: Groups the data into authorities.

- **Validation**: Evaluates the authorities that are the output of the clustering process.

The previously stated elements will be described on detail in following sections.

### 2.2 Intermediate Representation

This Section formally proposes a general model of Intermediate Representation for a clustering problem that can be applied to many different domains. The Authority Control problem can be described under this model, as it can be seen on Section 2.2.2. Using that description, a representation for its elements is proposed allowing further processing. With this formal representation we are looking for a model that allow us to express the data in such way that it allows automatic processing through a clustering process.
2.2.1 Formal problem definition

The Authority Control problem can be considered from a wider general perspective. If an authority is seen as an entity represented by its different names, it is possible to define a general model describing a process to find these names.

Let us define:

- \( E = \{e_1, \ldots, e_n\} \) an entity set.
- \( H = \{h_1, \ldots, h_k\} \), a set of names, represented by strings.
- \( C = \{c_1, \ldots, c_m\} \), a set of cases, i.e. data elements used to characterize an entity that are extracted from any textual information, so that \( \forall c \in C \mid c = (h, f) \); with \( h \in H \), where \( h \) can be shared among various cases. \( f \) is a vector of factors extracted from texts. Example of factors can be date, venue, document type, terms, etc.

Using these definitions, the problem of finding the entity set \( E \) can be translated into finding the names corresponding to any partition of the space of cases as follows:

Let \( \mathcal{P}(C) = \{C_1, \ldots, C_n\} \) be a partition of the space of cases so that for each \( C_i \in \mathcal{P}(C) \), there is a \( H_{C_i} = \{h \mid \exists c \in C_i; c = (h, f)\} \). Obviously, \( \{H_{C_i}; i \in \{1, \ldots, n\}\} \) verifies that \( \bigcup_{i=1}^{n} H_{C_i} = H \) and it could be \( \exists i, j \in \{1, \ldots, n\} \mid H_{C_i} \cap H_{C_j} \neq \emptyset \). As a result, the set \( \mathcal{R}(H) = \{H_{C_i}, i = 1, \ldots, n\} \) is a cover of the set \( H \).

Partition \( \mathcal{P}(C) \) is obtained using a clustering process. The divergence measure for this process should reflect the goal of grouping the cases \( c \) according to \( h \), i.e. the divergence measure should allow grouping cases by name.
Each set \( H_{C_i} \) is identified with an entity of the set \( E \). It is important to remark that in an ideal situation, \( H_{C_i} \cap H_{C_j} = \emptyset \) because the names identifying an entity should not be related with any other entity. However, this hypothesis is not real at all, as the same name can identify different entities. Adding factors to the process could help to disambiguate among cases and the divergence measure used, should be appropriate to the names of the problem.

This formal model can be applied to any problem where it is possible to obtain data about an entity on the same format of \( C \). In this document, the model has been applied to finding authorities in bibliographic records, but some other examples of applications are: event or celebrity name recognition from news, company names from financial information, etc. Even if it is general enough to be fit several domains, for each new problem it would be necessary to redefine its elements according to the characteristics of the sought entity. Specially, it is very important to give a definition of \( c = (h, f) \) where \( h \) is the new entity name (the companies or the celebrities in the previous examples) and \( f \) is defined according to the information available about that entity. The distance measures and the clustering algorithms should also be redefined according to the considered entity. Once the problem under consideration is modeled under these premises, the rest of the processes in this methodology could be applied to find the entities.

Applying the previous model to find all the different representations of the name of an author in a Digital Library is essentially an Authority Control process. For that purpose, it is possible to use publications as cases, allowing an easy identification of the elements of this formal model on the Authority Control problem:

- The set of entities \( E \) is the set of authors.

- The set \( C \) of cases is the set of all search results returned by a query. Each \( c_i \) is a publication returned by that search.
• $c = (h, f)$, where $h$ is a name and $f$ is a vector of factors. Specifically, $h$ is the author name and factors, $f$, is a vector containing several elements obtained from the DL.

• $\mathcal{P}(C)$ is a partition to be obtained from the search results.

• $\mathcal{R}(H)$ can be obtained by extracting the names $h$ from $\mathcal{P}(C)$.

On the next Section, the automatic authority control problem is described under this model.

### 2.2.2 Factor Selection

From the definition on Section 2.2.1, it is known that any $C$ is in the format of $c = (h, f)$, where $h$ is an author name and $f$ is a vector of factors. Digital Libraries offer several elements that can be used for this purpose, like titles, authors, year of publication, venue, location, abstract, email, etc. Since this process is designed to fit most DLs, it is important to choose factors that are common to all of them. Specifically, after consulting all the information available in most Digital Libraries, two elements are common in all sources consulted: titles and authors. For that reason, these elements are used as factors of this problem. Furthermore, it is also possible to include abstract, if it is available. The generality of these elements is a very strong point of this system, as they can be found in mostly all DLs. In contrast, other terms candidates, like venue or author email, are not available in some of the sources.

Regarding the authors, it is possible to distinguish two different types: author and coauthors. Author is defined as the name that matches with the search query term and the coauthors are the remaining ones. If there is more than one author name in the same publication matching the search term, the first appearance is the
So, with the previous selection of cases, two possibilities are proposed for the definition of $c$:

- **Hypothesis a**: $c = (\text{author name}, \{\text{title, abstract}\})$.

- **Hypothesis b**: $c = (\text{author name}, \{\text{title, abstract}, \text{coauthors}\})$.

Both hypotheses include the author name, on the basis that an author can be characterized by its name. Additionally, in hypothesis a, title and abstract have been used on the premise that authors normally write about a topic that can be outlined from them. Hypothesis b follows the same principles as Hypothesis a, but it also considers coauthors, because authors usually publish their articles in groups of the same people.

Once the elements have been identified, the real data obtained from DLs need a structure for automatic processing. Let us remember that this is textual data, so they need some kind of treatment before applying clustering processing. For that reason, an intermediate representation for $C$ has been defined as a table where each row represents a case $c_i$ and columns are author names, coauthor names, titles, and abstracts. An example of this representation can be seen on Table 2.1.
For representation purposes, instead of directly using title and abstract, they are preprocessed in the way of their terms. To represent these terms, the “vector space model” proposed by [99] is used. Under this model, a vector is built with all terms considered in the problem and weights are assigned for every case. To assign these weights for this specific problem, we propose the use of $W$ defined in (2.1).

$$W(title, abstract, term) = \begin{cases} w_1 & \text{if } term \in \text{title} \\ w_2 & \text{if } term \in \text{abstract} \\ w_3 & \text{otherwise} \end{cases} \quad (2.1)$$

2.3 Clustering

The clustering process is in charge of grouping the publications, properly represented as described in previous sections. Clustering is a data driven process that requires some information about how to compare the elements, i.e., some divergence measures providing proper comparison of the data. In Section 2.4 several divergence measures for the different solutions proposed for this problem are studied.

Additionally, there are many techniques of clustering in the literature [61], each one with its specific peculiarities that makes it very suitable for a kind of problem. It is important to choose the one that better fits the requirements of the solution that it is being sought. In Section 2.3 the characteristics of the problem will be studied in order to try to find the best clustering algorithm for this problem.

Clustering Process

The partition $\mathcal{P}(C)$ of the input space $C$ is obtained using clustering techniques. Clustering is an unsupervised learning technique that divides a set of elements $X$ into $k$ subsets $X = \{X_1, X_2, \ldots, X_k\}$ called clusters. All elements inside a cluster
are similar according to some proximity measure and different from the other clusters.

For this problem, there is no prior information about how many groups, \( k \), are in \( C \). For that reason, only those techniques that do not use this information can be applied. Hierarchical clustering is a family of clustering algorithms that do not need information about the number of groups to be obtained. Instead of finding a direct partition of the set, they create a hierarchy of elements in a binary tree called dendrogram.

Any hierarchical clustering technique can be used on this methodology, as long as it does not require the use of a distance metric. For this purpose, classic algorithms have been chosen: Complete Linkage, Single Linkage, and Group Average, as they are very powerful techniques that fit the divergence requirements of the problem. The main drawback of using this kind of algorithms is scalability. However, as the information is extracted from surname searches and they do not return very big lists of publications, it is not an issue. Nevertheless, in those cases where scalability is really an issue and classic techniques cannot be applied, ROCK algorithm [52] can be used as an alternative, as it allows non-Euclidean distances. An experimental approach to choose the best clustering algorithm can be found on Section 2.6.4.

A partition can be extracted from the dendrogram by cutting it at a specific \( \alpha \)-level. There are several methods that can be used to obtain the optimal \( \alpha \)-cut of a dendrogram. The problem of finding optimal number of clusters on hierarchical clustering has been treated from several perspectives in the literature. One of the most popular methods is the so called "Elbow-criterion" [56]. It tests all the possible cuts of the dendrogram, validating its solution with the Sum of Squared Differences (SSD). Therefore, the SSD is plotted against the numbers of Clusters in the analysis.
and an optimal number of clusters is determined by identifying the “elbow” in the plot. However, this approach is very costly when the validation cannot be performed by using SSD, but an expert is needed for that.

One of the first and most extensive reviews of procedures for determining the optimal number of clusters in a data set was performed in 1985 by Milligan and Cooper [80]. Among the methods proposed in that paper, Upper-Tail method [83] is a simple method that has been applied in several domains. After that, other reviews like [56], [39] have focused on specific kinds of criteria like those for binary datasets or hypervolume. On [28], the authors make use of several fuzzy-set tools to propose four different objective functions that can give a ranking of optimal partitions of the dendrogram. Among the proposals made on that paper, one of the most interesting ones is the criterion that considers measures of cluster dispersion looking for the partition that minimizes a certain measure of intracluster distances and maximizes the intercluster distance.

2.4 Divergence Measures

A very important point in the clustering processes is the choice of the divergence measure, as it allows a proper comparison among elements.

From the previously defined hypotheses, it is possible to distinguish different kinds of textual information inside a case $c$, namely terms and personal names. Even if they are both strings, each one has its own semantic, so it seems reasonable to compare them using a measure that can take advantage of their meaning. For that reason, two different divergence measures are proposed: term distance and personal name divergence.
2.4.1 Term divergence measure

Terms, as described on Section 2.2.2, come from titles and abstracts. For term divergence measure, $d_t$, the use of the Cosine distance [99] is proposed, as it is a well known measure used to compare documents, especially for comparing vectors of terms. Vectors used for this distance follow the model described on Section 2.2.2

2.4.2 Personal name divergence measures background

There are several possible definitions for personal name divergence. The related literature [19, 21] recommends the use of classic string comparison measures like Levenshtein distance [72] and Jaro Winkler distance [110]. Specifically, they say that the characteristics of the strings to be compared must be considered in order to choose a proper measure. Previous works, [19] recommends Jaro-Winkler distance because it has been proved to work best with personal names.

This measure compares two strings $s_1$ and $s_2$ using a variant of Jaro distance [63] designed to compare personal names. It is defined by Expression 2.2 where $m$ is the number of matching characters and $t$ is the number of transpositions.

$$d_j(s_1, s_2) = \frac{1}{3} \left( \frac{m}{|s_1|} + \frac{m}{|s_2|} + \frac{m - t}{m} \right)$$  \hspace{1cm} (2.2)

Two characters from $s_1$ and $s_2$ are a match if their position in the string is not further than the value obtained from expression 2.3. The number of transpositions is defined by the number of matching characters with different order divided by two.

$$\left\lfloor \frac{\max(|s_1|, |s_2|)}{2} \right\rfloor - 1.$$  \hspace{1cm} (2.3)
However, even if classic string comparison measures can be used for comparing personal names, some of them have many problems. Specifically, if the names have a common part, i.e. they have the same first name or surname, these measures do not discriminate well among them. This fact has been tested experimentally on Section 2.6.3.

2.4.3 Author’s personal name divergence (pn-measure)

*Pn-measure* is a new divergence measure designed to overcome the problems of comparing personal names with classic name comparison measures. It has been designed to fit the most important characteristics of personal names, making it very suitable for comparing name strings.

Names have a very specific and clearly established syntax. Personal names are usually composed by up to four words corresponding to first name, second name, first surname, and second surname. This number may vary depending on the origin of the person or personal signature preferences. Furthermore, it is also quite usual to use initials instead of the full name, as well as other modifications.

To design this divergence, the most common variations that occur in a personal name have been considered, as *Initials, Short names*, etc. Some of the properties of international names have been considered, like the existence of two surnames. However, those names that invert the order first name, surname order have not been considered for this problem, as normally publications ask those authors to write their names as: first name, surname. Using these rules, this measure has been designed algorithmically as a set of rules for comparing personal names.

The proximity between two personal names is obtained by means of the *PN*-
MEASURE defined in Function 1. It takes two strings, \textit{name}_1, \textit{name}_2 and an optional \textit{common\_term}. The first step is to check if the \textit{common\_term} is in both \textit{name}_1, \textit{name}_2. If it is part of both, it means that they have the same surname. According to that, each string is divided into \textit{fstname} and \textit{surname}. So, if they have the same surname, they are divided considering where it appears. Otherwise, they are divided according to their number of words (See rules in Function 1). In the specific case when \textit{surname}_1 or \textit{surname}_2 have the same value as the common term, they are considered as any other surname, because the common term is identified with its first match. After dividing both \textit{name}_1 and \textit{name}_2 into \textit{fstname}_1, \textit{surname}_1 and \textit{fstname}_2, \textit{surname}_2, they are compared following the criteria in (2.5). From this comparison, \(v_{fst}\) is obtained from checking the similarity of \textit{fstname}_1 and \textit{fstname}_2; and \(v_s\) is obtained from \textit{surname}_1, \textit{surname}_2. Finally, \(v_{fst}\) and \(v_s\) are compared using the criteria in (2.5). It returns the divergence between \textit{name}_1 and \textit{name}_2.

\[
\text{substring\_cmp}(s_1, s_2) = \begin{cases} 
1.0, & \text{if } s_1 = s_2 \\
0.5, & \text{if } s_1 \text{ is initial of } s_2 \\
0.5, & \text{if } s_2 \text{ is initial of } s_1 \\
0.8, & \text{if } s_1 \text{ is substring of } s_2 \\
0.8, & \text{if } s_2 \text{ is substring of } s_1 \\
0, & \text{Otherwise}
\end{cases} \quad (2.4)
\]

\[
\text{comp}(v_{fst}, v_s) = 1 - \begin{cases} 
v_{fst}, & \text{if } v_s = \emptyset \\
(v_{fst} + v_s)/2, & \text{if } v_{fst} \geq 0.5 \text{ and } v_s \geq 0.5 \\
0, & \text{if } v_{fst} < 0.5 \text{ or } v_s < 0.5 \\
0.8, & \text{if } \textit{surname}_1 = \emptyset \text{ or } \textit{surname}_2 = \emptyset \text{ and } v_{fst} = 1 \\
v_{fst}/2, & \text{if } \textit{surname}_1 = \emptyset \text{ or } \textit{surname}_2 = \emptyset \text{ and } v_{fst} < 1
\end{cases} \quad (2.5)
\]
Algorithm 1 Name divergence measure

```
function PN-MEASURE(name_1, name_2, common_term) return divrg
for string in {name_1, name_2} do
    if common_term ≠ null and common_term ∈ string then
        Find the first appearance of common_term in string.
        firstname_i = substring before the common term.
        surname_i = substring after the common term or ∅ if there is none.
    else
        switch number of words in string do
            case 1
                firstname_i = WORD1.
                surname_i = ∅.
            case 2
                firstname_i = WORD1.
                surname_i = WORD2.
            case 3
                firstname_i = WORD1.
                surname_i = WORD2 WORD3.
            case 4
                firstname_i = WORD1 WORD2.
                surname_i = WORD3 WORD4.
            case 5
                firstname_i = WORD1 WORD2.
                surname_i = WORD3 WORD4 ...
        end if
    end for
    v_fst = substring_cmp(firstname_1, firstname_2) using (2.4).
    v_s = substring_cmp(surname_1, surname_2) using (2.4).
    divrg = pn-measure(v_fst, v_s) using (2.5).
end function
```
It is important to remark that weights on (2.4) and (2.5) have been obtained experimentally [29]. The weights on (2.4) are designed to consider the level of similarity between the two parts of the names, so their values try to reflect the importance of their kind of match. For that reason, the most common types of match have been ranked and they have an scored assigned according to their importance. The higher score is assigned to the exact match, then substring (one name is part of the other) and initials. The values in (2.5) have been assigned to equalize the importance of the first name and the surname. If the author does not have a second surname, it is possible that surname\(_1\) or surname\(_2\) do not have any value (represented as ∅). When the surname is not available on both names, only the first name is considered and its final weight is the one assigned by (2.4). When only one of the surnames is missing, the score of \(v_{fst}\) is penalized, reducing it 20% in the case of exact first name match and 50% otherwise. These reductions are done under the premise that it is more likely to be the same person if the name is exactly the same than in any of the other considered cases. Similar rules apply when there are both \(v_{fst}\) and \(v_s\). If one of the values is lower than 0.5 they are considered different, otherwise the final score is the average of both \(v_{fst}\) and \(v_s\) values. These weights can be modified in any other domains or for other kind of names. New rules can also be added as well based on the considered problem.

**Pn-Measure properties**

*pn-measure* is a pseudo-distance because it fulfills some of the distance conditions, although it does not satisfy the triangle inequality. Specifically:

a) \(pn\text{-measure}(\text{name}_1, \text{name}_2) \geq 0\), and \(pn\text{-measure}(\text{name}_1, \text{name}_2) = 0\) if and only if \(\text{name}_1 = \text{name}_2\), as can be seen in the definition

b) Symmetric: \(pn\text{-measure}(\text{name}_1, \text{name}_2) = pn\text{-measure}(\text{name}_2, \text{name}_1)\) from (2.4)
and (2.5)

c) It does not satisfy the triangle inequality: \( pn\text{-}measure(name_x, name_z) \not\leq pn\text{-}measure(name_x, name_y) + pn\text{-}measure(name_y, name_z) \) in the case that we have three names, one of them is substring of the other two.

Let us prove this last point with a counterexample. Given three names \( name_1 = JOHN\ DOE \), \( name_2 = JO\ DOE \) and \( name_3 = JOAN\ DOE \):

- Remove the common term \( DOE \).
- \( fname_1 = JOHN \), \( fname_2 = JOAN \) and \( fname_3 = JO \)
- \( pn\text{-}measure(name_1, name_3) = pn\text{-}measure(JOHN, JOAN) = 1 \)
- \( pn\text{-}measure(name_1, name_2) = pn\text{-}measure(JOHN, JO) = 0.2 \)
- \( pn\text{-}measure(name_2, name_3) = pn\text{-}measure(JO, JOAN) = 0.2 \)
- So \( pn\text{-}measure(name_1, name_3) \not\leq pn\text{-}measure(name_1, name_2) + pn\text{-}measure(name_2, name_3) \) because \( 1 \not\leq 0.2 + 0.2 \)

The fact that it is not a distance, but a divergence measure, must be taken into consideration when choosing a clustering algorithm. The vast majority of the existing clustering methods require distances or euclidean distances, making them not suitable for our purposes. So, other kind of algorithms must be chosen for this methodology, which will be covered in Section 2.3.

**pn-measure use example**

The use of \( pn\text{-}measure \) can be illustrated with an example. Let \( name_1 = JOHN\ DOE\ DOE \) and \( name_2 = JANE\ DOE\ DOE \), be two author names of publications obtained under the search \( DOE \) on a Digital Library. With these parameters, the use of this measure is as follows:
1. Given the common term \textit{DOE}. Input strings: \textit{name}_1 = JOHN DOE DOE; \textit{name}_2 = JANE DOE DOE.

2. Find the common term: \textit{name}_1 = JOHN \textit{DOE} DOE; \textit{name}_2 = JANE \textit{DOE} DOE.

3. Assign the substring before the common term to \textit{fstname}_i.
   \textit{fstname}_1 = JOHN; \textit{fstname}_2 = JANE;

4. Assign the substring after the common term to \textit{surname}_i.
   \textit{surname}_1 = DOE; \textit{surname}_2 = DOE.

5. Compare both \textit{fname}_1, \textit{fname}_2 using (2.4).
   \( v_{fst} = \text{substring}_\text{cmp}(\text{JOHN, JANE}) = 0 \)

6. Compare both \textit{surname}_1, \textit{surname}_2 using (2.4).
   \( v_s = \text{substring}_\text{cmp}(\text{DOE, DOE}) = 1 \)

7. The similarity of \textit{name}_1, \textit{name}_2, is obtained by comparing \( v_f \) and \( v_s \) using (2.5).
   \( \text{divrg} = \text{comp}(v_{fst}, v_s) = \text{pn-measure}(0, 1) = 1 \)

2.4.4 Divergence measure proposals for the different hypotheses

\textbf{Hypothesis a:} defined as \( c = (\text{author name}, \{\text{title, abstract}\}) \). A divergence measure suitable for this proposal should combine the previously defined \textit{personal name measure} and \textit{term distance}. Let us define a general model for it:

\[
m_a(c_1, c_2) = \begin{cases} 
1, & \text{if } m_h = 1; \\
(1 - \lambda) \times m_h + \lambda \times d_t, & \text{otherwise.}
\end{cases}
\] (2.6)
Where \( c_1 \) and \( c_2 \) are two cases, \( m_h \) is personal name measure which can have several definitions as stated on Section 2.4.2 and 2.4.3; \( d_t \) is a term distance, described on Section 2.4.1; and \( \lambda \) is a weighting parameter in \([0,1]\) used to control the influence of the components in the measure. This weight must be determined experimentally considering the importance of each factor for the specific problem.

Hypothesis b : states that \( c = (\text{author name}, \{\text{title, abstract}\}, \text{coauthors}) \). Let us define \( m_b \) a measure based on three components: \( m_h \) personal name measure, \( d_t \) term distance, and \( m_{co} \) coauthor measure:

\[
m_b(t_1,t_2) = \begin{cases} 
1, & \text{if } m_h = 1; \\
(1 - \lambda_1 - \lambda_2) \times m_h + \lambda_1 \times d_t + \lambda_2 \times m_{co}, & \text{otherwise.}
\end{cases} \tag{2.7}
\]

Where \( \lambda_1, \lambda_2 \) are two weighting parameters in \([0,1]\) used to control the influence of each component on the measure. To obtain the coauthor measure \( m_{co} \), personal name measure has been used because coauthors are lists of names. Every item in one list of coauthors is compared to all the items in the other list using pn-measure. The score of the most similar elements within the two lists is the resemblance among coauthors. Formally, \( m_{co} \) can be defined from \( \text{sim}_{co} \), that is defined as:

\[
m_{co}(A_1, A_2) = \min(\text{pn-measure}(i, j)) \forall i \in A_1, j \in A_2 \tag{2.8}
\]

Where \text{pn-measure}(i, j) is pn-measure, and \( A_1, A_2 \) are two lists of coauthors. In the special case where there is no coauthor to compare, this measure return 0.

These hypotheses as well as all the possible definitions for their measures have been experimentally proved on Section 2.6.3.
2.5 Validation

Following the steps described on previous sections, a partition $\mathcal{P}(C)$ has been obtained by means of a clustering process. Each one of these clusters contains the publications by a specific author. By extracting the names from these clusters, it is possible to obtain all the representation of the name of the author in that Digital Library, i.e. the authority. However, as these authorities are not previously labeled, it is necessary to find a way to know if all names in a group correspond to the same person. As there is not a proper “correct solution” or ground truth, an expert is required for this task. This expert is a person with full knowledge about publications and access to more details about a specific publication. Using her/his knowledge, it is possible to check the results of this method. To measure how “good” is a solution, every publication inside a cluster is assigned to one of these three categories:

- **Correct**: Elements that belong to a group.
- **Incorrect**: Elements misplaced into a group.
- **Not grouped**: Elements that form a cluster by themselves, but should be inside another group.

To determine the elements that belong to each of these categories, two different approaches have been followed: manual and semiautomatic.

2.5.1 Manual validation approach

In the Manual approach, an expert validates the authorities by checking all publications within every group and between groups. The expert must decide whether the publications inside an authority are properly placed there by marking them as Correct, Incorrect, and Not grouped according to his/her expert knowledge. After
that, the percentage of the total number of elements on each category is obtained. For performing this task, the experts may use any information available that could help them to determine authorship, like the paper itself, traditional search engines, personal websites, etc. It is important to note that this manual process has to be performed for every execution of the system, taking from hours to several days depending of the number of publications and authors in the dataset, so it was only used on preliminary stages of the research.

2.5.2 Semiautomatic validation approach

The semiautomatic approach eases the validation process by building a Reference Set considered the ground truth for a specific search that could be reused among executions. This approach has two parts. In the first part, the expert manually builds a Reference Set, $RS$ for each surname search. These $RS$s are used to automatically validate the authorities. Let us define them formally as:

$$RS = \{r_1, \ldots, r_n\}$$

(2.9)

where $r_i$ are its elements defined as:

$$r_i = (id, names, coauthors, amb)$$

(2.10)

where:

- $id$ is a unique identifier.

- $names$ are all the known forms or representations for this authority personal name.

- $coauthors$ is a list of all coauthors known for this authority.
• *am* is an *ambiguous mark* used to mark when an authority is ambiguous.

A reference set entry is said to be ambiguous when it is possible to mix it with another one, that is, when the list *names* contains at least one element that can be found on the list *names* of another entry. Formally, let \( r_i, r_j \) be ambiguous if \( \text{names}_i \cap \text{names}_j \neq \emptyset \). The concept of an ambiguous entry is very related with the *Identity Uncertainty* problem. Using an example for better understanding, two entries are ambiguous when both contain the form “J. Smith” for the name of an author.

To build the Reference Set, the clusters are given to the expert under the previous notation. The expert modifies them by moving all misplaced publications into their correct cluster. Using previously built clusters helps the expert to perform this task, as when there are hundreds or thousands of papers, it is easier to correct the mistakes in a given solution than built sets from scratch. The expert is also asked to mark as *ambiguous* the authorities (clusters) that share some form of a name. This ambiguous marking can be performed automatically using the correct solution from the expert.

Figure 2.3 describes with an example the process to be followed for marking each publication as *correct*, *incorrect*, or *not grouped*. The automatic validation method, uses the concept of *popular elements* to find out which groups of publications correspond with an *authority* for RS. *Popular elements* are then defined as those publications sharing the same author and it is the one appearing more times in this particular group. Therefore, for each authority in the reference set, the validation method proceeds in five steps:

• **Step 1:** *Find the preliminary set of authorities.* All authorities are checked and those that match the names in the entry set authority are added to the preliminary set. If there are some of them whose elements have already been marked as processed, they are excluded of the set.
Figure 2.3: Description of the validation process.
• **Step 2:** *If the entry of the reference set has been marked as ambiguous, check co-authors to disambiguate.* In the case that the reference set entry has been marked as ambiguous, it checks co-authors. To do so, it removes from the set of working authorities those that do not have any common co-author with the reference set entry.

• **Step 3:** *Consider forms not in the reference set entry.* From the preliminary set, find the non-matching publications. For every authority that contains at least a non-matching publication, check if the form of the non-matching publication is the popular form. If that happens, it means that this authority does not correspond to the Reference Set entry, so its publications are errors. For that reason, the rest of the publications are marked as Incorrect and the non-matching are skipped for latter processing. Otherwise, it means that the non-matching publications are errors and should be marked as Incorrect. The elements skipped at this time, will be marked in another iteration of the algorithm.

• **Step 4:** *Mark the correctly grouped publications.* Using the remaining publications in the authorities of the preliminary set; if there is only one form for all publications independently of their authority, mark the non marked elements as Correct. Otherwise, find the most popular element and mark its publications as Correct.

• **Step 5:** *Mark Not Grouped elements.* At this step, if there are unmarked publications, which have not been skipped in Step 3, mark them as Not grouped. This situation is reached only when the rest of the publications in the authorities have been previously marked as Correct or Incorrect, so the remaining elements should be in other group.

For this validation method, the expert must build a Reference Set for each search. For practical reasons, it is not possible to predict all searches that can be made over
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a DL. So, a new RS is built for any new query and it is reused in future searches. Once the reference sets are built, validation can be performed fully automatically, even if any other parameter of the method has changed.

The previously described process is able to obtain the amount of publications that have been correctly, incorrectly, or not grouped at all in an authority. By repeating it for all the authorities returned from our methodology, it is possible to validate them and to obtain the amount of elements in each of the three groups. This process will be used on Section 2.6 to validate our experiments.

2.6 Experimental Results

This section contains experimental tests for different aspects of the methodology. It starts providing a description of the data extraction and cleaning processes. Using that clean data, all factor and measure proposals made on previous sections are tested. As a result of that tests, a study of performance under digital libraries is conducted. Finally, the expert selection is tested.

2.6.1 Data extraction

This methodology works with data from most Digital Libraries. The preferred way to obtain the data is by means of automatically parsing the bibliographic reference, i.e. Bibtex, of each publication. However, if the source does not offer this characteristic, data can also be gathered manually. Title, authors, and abstract, if available, are extracted for each publication and kept for further processing.

Sometimes, Digital Libraries obtain their data from poorly supervised automatic capturing processes, meaning that it may have codification errors, accuracy, and
completeness problems, missing values or different levels of noise. For all these reasons, it is difficult to perform an automatic processing of data without a prior cleaning process.

For preprocessing purposes, as stated on Section 2.1.1, two different types of data have been differentiated: textual information (titles and abstracts) and author names.

To extract clean terms from titles and abstracts, a series of well-known filters have been applied, to extract terms as well as clean and standardize them. These filters and the order in which they are applied are:

- **Tokenizer [99]:** This filter splits strings into tokens. A token can be defined as the substring between two spaces, the beginning of the string and a space or a space and the end of a string. This filter uses a string as input and returns a set of tokens. During this process, a deep clean is also performed, removing special characters, accents, and punctuation marks. Additionally, we have used a version of this filter that changes the token into an uppercase representation.

- **Number removal:** The aim of the number removal filter is to remove those strings whose characters are exclusively numbers. The reason to do this is that we are interested in words that can represent topics, and strings whose characters are only numbers are usually years, version numbers, etc.

- **StopWord removal:** A StopWord [77] is a word used to link words in sentences but which does not have a concrete meaning. Examples of StopWords are articles, determiners, prepositions, etc. They are very common words without meaning, and thus, it is necessary to remove them. There are several lists of stopwords available online. For this filter, the one for the Snowball project
[94] has been used.

- **Stemming:** Stemming is the process that reduces words to their roots, removing their endings. Porter’s algorithm [95] is the most extended one, with several implementations in different programming languages, the fact that led us to use it.

All filters are applied to each publication’s title and abstract. As a result, for each publication, there are two bags of terms, one for titles and one for abstracts.

For names data, a basic filtering process has been used that removes extra-spaces and special characters including accents. After that, the resulting strings are transformed into uppercase representations.

### 2.6.2 Datasets

To test this methodology, three different digital libraries have been selected: *CiteSeerX, DBLP*, and *INSPEC*. These three have been chosen as they provide a standardized bibliographic reference and each one presents a different level of noise. Additionally, it is important to remark that some of them offer partial name resolution. All papers gather have a different number of words in title and abstract as well a different number of authors/coauthors that goes from one to a few tens.

Every source has been queried with twelve different surnames from three different origins: Asian, English and Spanish. Chosen surnames correspond to the most popular ones according to Wikipedia. Specifically, Asian surnames are the most popular in China and Korea; the English surnames are the most popular in the UK and the Spanish are the most popular in Spain as well as others added by our own knowledge about them, as our team have acted in the role of experts for
validation. Dataset characteristics can be seen on Table 2.2. From every search result, authors, title, and abstract have been obtained, except for DBLP, where abstract information is not available. The number of publications on each dataset is the number of publications returned by the source on a single search. Some sources, like CiteSeerX provide a maximum of 500 documents for each query.

### 2.6.3 Experiments regarding different hypotheses and divergence measures.

On Section 2.2.2 two different hypotheses for the definition of \( c \) were made:

- **Hypothesis a**: \( c = (h, f) \) where \( h \) is the author name and \( f \) are terms from title and abstract.

- **Hypothesis b**: \( c = (h, f) \) where \( h \) is the author name, \( f \) contains terms from title and abstract and a list of coauthors.

These two hypotheses are tested experimentally to determine which one better fits the problem. Additionally, distance measures described on Section 2.4.2 are
tested with both options, in order to determine the one that should be used on each case.

These experiments were performed using English and Spanish surnames from CiteSeerX, as it is quite representative of the kind of information found in a Digital Library. The parameters for the expressions $W$ (2.1), $m_a$ (2.6), and $m_b$ (2.7) have been determined experimentally in preliminary tests [29]. Suggested values for them are $w_1 = 2$, $w_2 = 1$, $w_3 = 0$, as experiments show that the words from the title ($w_1$) are more informative than the ones from abstract ($w_2$) as well as those that are not in the document ($w_3$) should not have any impact on the score. Parameter $\lambda$ has been set to $\lambda = 0.5$ to give the same importance to both parts of the equation $\lambda_1$ and $\lambda_2$ are set to $\lambda_1 = 0.2$, and $\lambda_2 = 0.3$ to give slightly more importance to names of authors and coauthors than to terms.

The hierarchical clustering algorithm used is Complete Linkage; however, this choice will be discussed later on Section 2.6.4. The obtained dendrogram has been cut using the average of the intra-cluster and inter-cluster distance criterion. Finally, validation has been performed using the semiautomatic method (see Section 2.5), obtaining the percentage of Correct, Incorrect (Inc.), and Not Grouped (N.G.) (as described on Section 2.5). Additionally, the Purity(2.11) [78] and the Inverse Purity (2.12) have also been calculated [1].

\[
purity(C, \Theta) = \frac{1}{N} \max_j |c_k \cap \theta_j| 
\] (2.11)

\[
purity(\Theta, C) = \frac{1}{N} \max_j |\theta_k \cap c_j| 
\] (2.12)
Where $C = c_1, \ldots, c_k$ is the partition obtained from the clustering process and $\Theta = \theta_1, \ldots, \theta_j$ are the classes according to dataset labels. $N$ is the number of instances.

The first test has been performed for Hypothesis a, $c = (h, f)$ where $h$ is the author name and $f$ is a vector of terms extracted from title and abstract. Two different definitions of $m_h$ are tested: Jaro Winkler distance and pn-measure. Table 2.3 shows the performance for each dataset. As it is possible to see, pn-measure clearly outperforms results obtained from Jaro-Winkler, with a correct rate close to 87% compared to the 45% of the latter. Table 2.4 shows a statistical comparison of both approaches using a one way ANOVA with level of significance 0.03. From this table, it follows that the differences between the two approaches are significant for both Correct and Incorrect elements, which is a clear outperform of pn-measure even if the differences in Not Grouped are not significant. This is because by using Jaro Winkler distance, the methodology is returning very few clusters grouping several authors on the same cluster.

Table 2.5 shows the results for the experiments using Hypothesis b: $c = (h, f)$ where $h$ is the author name, $f$ is a vector containing terms extracted from title and abstract and a list of coauthors. As can be seen in the table, the use of Jaro Winkler distance for $m_h$ is not a good choice for this problem. That is related with the existence of a common substring in all author names (the search term). For that reason, Jaro Winkler distance returns very similar scores for any two strings. Using pn-measure overcomes this problem and allows the distinction between different names even if they have a common substring. For $m_{co}$, coauthor measure, it is possible to see that pn-measure returns better results than Jaro Winkler, but these differences are not as significant as with authors, because coauthors do not normally have common substrings. Table 2.6 shows an ANOVA test for this hypothesis, where
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#### Table 2.3: Results for the different measure definitions in Hypothesis a

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Surname</th>
<th>% Correct</th>
<th>% Inc.</th>
<th>% N. G.</th>
<th>Purity</th>
<th>I.Purity</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) ( m_h = \text{Jaro Winkler} )</td>
<td>Brown</td>
<td>36.97</td>
<td>63.03</td>
<td>0.00</td>
<td>0.36</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Delgado</td>
<td>33.33</td>
<td>58.20</td>
<td>8.47</td>
<td>0.42</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>García</td>
<td>62.37</td>
<td>35.71</td>
<td>1.92</td>
<td>0.64</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Johnson</td>
<td>50.00</td>
<td>47.92</td>
<td>2.08</td>
<td>0.53</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Sánchez</td>
<td>43.69</td>
<td>55.41</td>
<td>0.90</td>
<td>0.45</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Smith</td>
<td>45.25</td>
<td>54.75</td>
<td>0.00</td>
<td>0.45</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Vila</td>
<td>52.78</td>
<td>43.52</td>
<td>3.70</td>
<td>0.56</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>Williams</td>
<td>39.04</td>
<td>59.71</td>
<td>1.25</td>
<td>0.4</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td>45.43</td>
<td>52.28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Surname</th>
<th>% Correct</th>
<th>% Inc.</th>
<th>% N. G.</th>
<th>Purity</th>
<th>I.Purity</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2) ( m_h = \text{pn-measure} )</td>
<td>Brown</td>
<td>86.98</td>
<td>10.50</td>
<td>2.52</td>
<td>0.9</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Delgado</td>
<td>82.01</td>
<td>5.82</td>
<td>12.17</td>
<td>0.94</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>García</td>
<td>88.43</td>
<td>6.06</td>
<td>5.51</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Johnson</td>
<td>87.27</td>
<td>8.98</td>
<td>3.76</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Sánchez</td>
<td>85.59</td>
<td>11.71</td>
<td>2.70</td>
<td>0.88</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Smith</td>
<td>85.54</td>
<td>9.30</td>
<td>5.17</td>
<td>0.91</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Vila</td>
<td>90.74</td>
<td>2.78</td>
<td>6.48</td>
<td>0.97</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Williams</td>
<td>86.64</td>
<td>7.93</td>
<td>5.43</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td>86.65</td>
<td>7.88</td>
</tr>
</tbody>
</table>

#### Table 2.4: ANOVA For Hypothesis a

<table>
<thead>
<tr>
<th></th>
<th>Sum of Sqr.</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Grp.</td>
<td>6796.766</td>
<td>1</td>
<td>6796.766</td>
<td>142.443</td>
<td>0.000</td>
</tr>
<tr>
<td>Within Grp.</td>
<td>668.020</td>
<td>14</td>
<td>47.716</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>7464.786</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incorrect</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Grp.</td>
<td>7884.552</td>
<td>1</td>
<td>7884.552</td>
<td>169.735</td>
<td>0.000</td>
</tr>
<tr>
<td>Within Grp.</td>
<td>650.330</td>
<td>14</td>
<td>46.452</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>8534.882</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NotGrouped</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Grp.</td>
<td>40.354</td>
<td>1</td>
<td>40.354</td>
<td>4.741</td>
<td>0.470</td>
</tr>
<tr>
<td>Within Grp.</td>
<td>119.172</td>
<td>14</td>
<td>8.512</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>159.526</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2.4: ANOVA For Hypothesis a
### 2.6. Experimental Results

#### Table 2.5: Results for the different measure definitions in Hypothesis b

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Surname</th>
<th>% Correct</th>
<th>% Inc.</th>
<th>% N. G.</th>
<th>Purity</th>
<th>I.Purity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Brown</td>
<td>33.19</td>
<td>65.97</td>
<td>0.84</td>
<td>0.34</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>Delgado</td>
<td>36.5</td>
<td>49.21</td>
<td>14.29</td>
<td>0.51</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>García</td>
<td>59.07</td>
<td>39.56</td>
<td>1.37</td>
<td>0.60</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Johnson</td>
<td>45.62</td>
<td>51.25</td>
<td>3.13</td>
<td>0.49</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>Sánchez</td>
<td>42.34</td>
<td>56.76</td>
<td>0.90</td>
<td>0.43</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Smith</td>
<td>44.42</td>
<td>55.58</td>
<td>0.00</td>
<td>0.44</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>Vila</td>
<td>41.66</td>
<td>50.93</td>
<td>7.41</td>
<td>0.49</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>Williams</td>
<td>41.34</td>
<td>58.66</td>
<td>0.00</td>
<td>0.41</td>
<td>0.88</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td><strong>43.02</strong></td>
<td><strong>58.66</strong></td>
<td><strong>3.49</strong></td>
<td><strong>0.46</strong></td>
<td><strong>0.9</strong></td>
</tr>
</tbody>
</table>

(3) $m_h = \text{Jaro Winkler}$

$m_c = \text{Jaro Winkler}$

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Surname</th>
<th>% Correct</th>
<th>% Inc.</th>
<th>% N. G.</th>
<th>Purity</th>
<th>I.Purity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Brown</td>
<td>33.61</td>
<td>66.39</td>
<td>0.00</td>
<td>0.34</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Delgado</td>
<td>44.44</td>
<td>48.15</td>
<td>7.41</td>
<td>0.52</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>García</td>
<td>57.42</td>
<td>39.01</td>
<td>3.57</td>
<td>0.61</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Johnson</td>
<td>48.34</td>
<td>50.83</td>
<td>0.83</td>
<td>0.49</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Sánchez</td>
<td>43.69</td>
<td>56.31</td>
<td>0.00</td>
<td>0.44</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Smith</td>
<td>40.50</td>
<td>59.50</td>
<td>0.00</td>
<td>0.41</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Vila</td>
<td>40.74</td>
<td>53.70</td>
<td>5.56</td>
<td>0.46</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>Williams</td>
<td>40.92</td>
<td>57.62</td>
<td>1.46</td>
<td>0.42</td>
<td>0.93</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td><strong>43.71</strong></td>
<td><strong>53.94</strong></td>
<td><strong>2.35</strong></td>
<td><strong>0.46</strong></td>
<td><strong>0.92</strong></td>
</tr>
</tbody>
</table>

(4) $m_n = \text{Jaro Winkler}$

$m_c = \text{pn-measure}$

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Surname</th>
<th>% Correct</th>
<th>% Inc.</th>
<th>% N. G.</th>
<th>Purity</th>
<th>I.Purity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Brown</td>
<td>86.74</td>
<td>10.52</td>
<td>2.74</td>
<td>0.89</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Delgado</td>
<td>85.72</td>
<td>4.76</td>
<td>9.52</td>
<td>0.95</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>García</td>
<td>86.98</td>
<td>6.93</td>
<td>6.09</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Johnson</td>
<td>84.70</td>
<td>8.38</td>
<td>6.92</td>
<td>0.92</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>Sánchez</td>
<td>86.04</td>
<td>10.36</td>
<td>3.60</td>
<td>0.9</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Smith</td>
<td>86.57</td>
<td>8.26</td>
<td>5.17</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Vila</td>
<td>87.04</td>
<td>4.63</td>
<td>8.33</td>
<td>0.95</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>Williams</td>
<td>85.56</td>
<td>8.58</td>
<td>5.86</td>
<td>0.91</td>
<td>0.92</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td><strong>86.17</strong></td>
<td><strong>7.8</strong></td>
<td><strong>6.03</strong></td>
<td><strong>0.92</strong></td>
<td><strong>0.93</strong></td>
</tr>
</tbody>
</table>

(5) $m_n = \text{pn-measure}$

$m_c = \text{Jaro Winkler}$

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Surname</th>
<th>% Correct</th>
<th>% Inc.</th>
<th>% N. G.</th>
<th>Purity</th>
<th>I.Purity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Brown</td>
<td>89.71</td>
<td>9.03</td>
<td>1.26</td>
<td>0.91</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Delgado</td>
<td>82.54</td>
<td>6.88</td>
<td>10.58</td>
<td>0.93</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>García</td>
<td>88.65</td>
<td>6.09</td>
<td>5.26</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Johnson</td>
<td>88.10</td>
<td>7.72</td>
<td>4.18</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Sánchez</td>
<td>84.69</td>
<td>11.26</td>
<td>4.05</td>
<td>0.89</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Smith</td>
<td>84.10</td>
<td>8.88</td>
<td>7.02</td>
<td>0.91</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Vila</td>
<td>90.74</td>
<td>2.78</td>
<td>6.48</td>
<td>0.97</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Williams</td>
<td>87.34</td>
<td>7.17</td>
<td>5.49</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td><strong>86.98</strong></td>
<td><strong>7.48</strong></td>
<td><strong>5.54</strong></td>
<td><strong>0.93</strong></td>
<td><strong>0.94</strong></td>
</tr>
</tbody>
</table>

(6) $m_n = \text{pn-measure}$

$m_c = \text{pn-measure}$
Table 2.6: ANOVA For Hypothesis b

<table>
<thead>
<tr>
<th></th>
<th>Sum of Sqr.</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Correct</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Grp.</td>
<td>14943.987</td>
<td>3</td>
<td>4981.329</td>
<td>171.534</td>
<td>0.000</td>
</tr>
<tr>
<td>Within Grp.</td>
<td>813.115</td>
<td>28</td>
<td>29.040</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>15757.102</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Incorrect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Grp.</td>
<td>16984.476</td>
<td>3</td>
<td>5661.492</td>
<td>163.248</td>
<td>0.000</td>
</tr>
<tr>
<td>Within Grp.</td>
<td>971.051</td>
<td>28</td>
<td>34.680</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>17955.527</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NotGrouped</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Grp.</td>
<td>71.637</td>
<td>3</td>
<td>23.879</td>
<td>2.099</td>
<td>0.123</td>
</tr>
<tr>
<td>Within Grp.</td>
<td>318.495</td>
<td>28</td>
<td>11.375</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>390.132</td>
<td>31</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

it is possible to see that the differences are significant for the tested measures.

If results from Hypothesis a (Table 2.3) are compared with results from Hypothesis b (Table 2.5), it is possible to see that both hypotheses have a very similar performance, with average differences of less than 1%. However, the best results are obtained using Hypothesis b, as it definitely helps to discriminate in extreme cases where not only the names are very similar, but also the words from title and abstract. A 2-sided Dunnet test has been performed to compare statistically all previous experiments. For simplicity, each experiment has been numbered from 1 to 6, as it can be seen on Tables 2.3 and 2.5.

The Dunnet test compares different approaches with a control group, in this case, approach 6, which seems to be the best one. Results at 0.03 significance level can be seen on Table 2.7. From this table, it is possible to see that the differences are significant between measures 1-6, 3-6, and 4-6, all of which correspond with the ones that used Jaro-Winkler distance. This fact allows us to reject this measure as an option for this method. Differences of approaches using pn-measure are not significant, independently of the hypothesis used. It means that each one of these approaches is as good as the others, allowing us to use all of them, depending of the
<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>(I)</th>
<th>(J)</th>
<th>Mean Diff. (I-J)</th>
<th>Std. Error</th>
<th>Sig.</th>
<th>97% Conf. Interval</th>
<th>Upper B.</th>
<th>Lower B.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct</td>
<td>1</td>
<td>6</td>
<td>41.555*</td>
<td>2.969</td>
<td>0.0</td>
<td>-49.945</td>
<td>33.165</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>6</td>
<td>-0.334</td>
<td>2.969</td>
<td>1.0</td>
<td>-8.724</td>
<td>8.056</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>43.966*</td>
<td>2.969</td>
<td>0.0</td>
<td>-52.356</td>
<td>-35.576</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6</td>
<td>43.276*</td>
<td>2.969</td>
<td>0.0</td>
<td>-51.666</td>
<td>-34.886</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>6</td>
<td>-0.815</td>
<td>2.969</td>
<td>0.99</td>
<td>-9.205</td>
<td>7.575</td>
<td></td>
</tr>
<tr>
<td>Incorrect</td>
<td>1</td>
<td>6</td>
<td>44.805*</td>
<td>3.107</td>
<td>0.0</td>
<td>36.027</td>
<td>53.583</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>6</td>
<td>0.408</td>
<td>3.107</td>
<td>1.0</td>
<td>-8.371</td>
<td>9.186</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>46.014*</td>
<td>3.107</td>
<td>0.0</td>
<td>37.236</td>
<td>54.792</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6</td>
<td>46.463*</td>
<td>3.107</td>
<td>0.0</td>
<td>37.684</td>
<td>55.241</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>6</td>
<td>0.326</td>
<td>3.107</td>
<td>1.0</td>
<td>-8.452</td>
<td>9.104</td>
<td></td>
</tr>
<tr>
<td>Not Grouped</td>
<td>1</td>
<td>6</td>
<td>3.250</td>
<td>1.614</td>
<td>0.181</td>
<td>-7.811</td>
<td>1.311</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>6</td>
<td>0.074</td>
<td>1.614</td>
<td>1.0</td>
<td>-4.634</td>
<td>4.487</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>-2.048</td>
<td>1.614</td>
<td>0.588</td>
<td>-6.608</td>
<td>2.513</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6</td>
<td>-3.186</td>
<td>1.614</td>
<td>0.195</td>
<td>-7.747</td>
<td>1.374</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>6</td>
<td>0.4887</td>
<td>1.614</td>
<td>0.998</td>
<td>-4.071</td>
<td>5.049</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.7: Dunnet test 2-sided. * The mean difference is significant at the .03 level.

Considering the results obtained in these experiments, it is possible to say that the best proposal for this problem is Hypothesis b, although Hypothesis a can also be used. For personal name measure, it is clear that the pn-measure is the best option for comparing names. So, for further experimentation, we propose the use of Hypothesis b with pn-measure in \( m_h \) and \( m_{co} \).

### 2.6.4 Clustering Methods

The experiments in the previous section set up a case definition and a name comparison measure for this methodology. However, the clustering algorithm was selected based on previous approaches without further discussion. At this point, it is our intention to discuss this choice by testing different clustering algorithms to find the
one best suiting this problem. The data and validation method for these experiments are the same than on Section 2.6.3.

Four different clustering algorithms are compared: Complete Linkage, Single Linkage, Group Average, and ROCK with different values for $\theta$ and using 1 as function $f$ as authors recommend [52].

Results of these experiments can be seen on Table 2.8, where results from ROCK have been given on average for space reasons. It can be seen that there are no significant variations between Complete Linkage and Group Average, while Single Linkage and ROCK perform clearly worst. Considering the results, either Single Linkage and ROCK are not the best options for this method, as they are clearly outperformed by other options. However Single Linkage will be used for comparison in statistical analysis, as it performs better on average than any configuration for ROCK.

Tables 2.9 and 2.10 show the results of an ANOVA test with a post-hoc analysis using the Dunnet Method. The Dunnet test compares data divided into different categories using a control group. This analysis has been performed on three of the algorithms: Complete Linkage (C. L.), Single Linkage (S. L.), and Group Average (G.A.), using the latter as control group. Results show that there are no significant differences between Complete Linkage and Group Average and that both algorithms can be good candidates to use with our methodology. However, for further experiments, Complete Linkage is used, as it offers smoother results, with less differences within datasets.

2.6.5 Digital Libraries comparison

This methodology can be used to compare some of the most popular Digital Libraries nowadays. This study has been restricted to the three mentioned on Section 2.6.2,
### 2.6. Experimental Results

#### Table 2.8: Comparison of different clustering algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Surname</th>
<th>% Correct</th>
<th>% Inc.</th>
<th>% N. G.</th>
<th>Purity</th>
<th>I.Purity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Complete Linkage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brown</td>
<td>89.27</td>
<td>9.68</td>
<td>1.05</td>
<td>0.91</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Delgado</td>
<td>82.01</td>
<td>6.88</td>
<td>11.11</td>
<td>0.93</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>García</td>
<td>88.74</td>
<td>5.77</td>
<td>5.49</td>
<td>0.94</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>Johnson</td>
<td>88.1</td>
<td>7.72</td>
<td>4.18</td>
<td>0.92</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>Sánchez</td>
<td>84.67</td>
<td>11.26</td>
<td>4.05</td>
<td>0.89</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Smith</td>
<td>84.95</td>
<td>8.66</td>
<td>6.39</td>
<td>0.91</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>Vila</td>
<td>89.81</td>
<td>2.78</td>
<td>7.41</td>
<td>0.97</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>Williams</td>
<td>87.24</td>
<td>7.11</td>
<td>5.65</td>
<td>0.93</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>86.98</td>
<td>7.48</td>
<td>5.54</td>
<td>0.93</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td><strong>Single Linkage</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brown</td>
<td>49.68</td>
<td>50</td>
<td>0.32</td>
<td>0.5</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Delgado</td>
<td>51.85</td>
<td>47.09</td>
<td>1.06</td>
<td>0.53</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>García</td>
<td>70.33</td>
<td>28.3</td>
<td>1.37</td>
<td>0.72</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Johnson</td>
<td>58.66</td>
<td>41.34</td>
<td>0</td>
<td>0.59</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Sánchez</td>
<td>68.92</td>
<td>30.63</td>
<td>0.45</td>
<td>0.69</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Smith</td>
<td>47.42</td>
<td>52.37</td>
<td>0.21</td>
<td>0.48</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Vila</td>
<td>75</td>
<td>19.44</td>
<td>5.56</td>
<td>0.81</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Williams</td>
<td>48.64</td>
<td>50.73</td>
<td>0.63</td>
<td>0.49</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>58.79</td>
<td>39.99</td>
<td>1.22</td>
<td>0.6</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td><strong>Group Average</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brown</td>
<td>89.26</td>
<td>9.67</td>
<td>1.05</td>
<td>0.9</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Delgado</td>
<td>87.83</td>
<td>2.12</td>
<td>10.05</td>
<td>0.98</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>García</td>
<td>91.48</td>
<td>0</td>
<td>8.52</td>
<td>1</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>Johnson</td>
<td>89.35</td>
<td>5.22</td>
<td>5.43</td>
<td>0.95</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Sánchez</td>
<td>67.57</td>
<td>0</td>
<td>32.43</td>
<td>1</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>Smith</td>
<td>85.36</td>
<td>13.22</td>
<td>1.42</td>
<td>1</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>Vila</td>
<td>88.89</td>
<td>5.56</td>
<td>5.55</td>
<td>0.94</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>Williams</td>
<td>93.5</td>
<td>5.24</td>
<td>1.26</td>
<td>0.95</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>86.65</td>
<td>5.12</td>
<td>8.23</td>
<td>0.97</td>
<td>0.9</td>
<td></td>
</tr>
</tbody>
</table>

ROCK $\theta = 0.1$ Average 45.31  8.87  45.82  0.91  0.54  
ROCK $\theta = 0.3$ Average 44.74  9.12  46.14  0.91  0.54  
ROCK $\theta = 0.5$ Average 45.49  7.9  46.61  0.92  0.53  
ROCK $\theta = 0.7$ Average 52.93  0.68  46.39  0.99  0.54  

Table 2.8: Comparison of different clustering algorithms
### Table 2.9: ANOVA For Different Clustering Methods

<table>
<thead>
<tr>
<th></th>
<th>Sum of Sqr.</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Correct</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Grp.</td>
<td>4165.279</td>
<td>2</td>
<td>2082.64</td>
<td>31.905</td>
<td>0.000</td>
</tr>
<tr>
<td>Within Grp.</td>
<td>1370.788</td>
<td>21</td>
<td>65.276</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>5536.0673</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Incorrect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Grp.</td>
<td>6072.660</td>
<td>2</td>
<td>3036.33</td>
<td>50.539</td>
<td>0.000</td>
</tr>
<tr>
<td>Within Grp.</td>
<td>1261.661</td>
<td>21</td>
<td>60.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>7334.321</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NotGrouped</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Between Grp.</td>
<td>201.68</td>
<td>2</td>
<td>100.84</td>
<td>2.542</td>
<td>0.103</td>
</tr>
<tr>
<td>Within Grp.</td>
<td>833.067</td>
<td>21</td>
<td>39.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1034.747</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2.10: Dunnet test 2-sided. Using Group Average as control group. * The mean difference is significant at the .03 level.

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>(I)</th>
<th>(J)</th>
<th>Mean Diff. (I-J)</th>
<th>Std. Error</th>
<th>Sig.</th>
<th>97% Conf. Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Correct</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C.L.</td>
<td></td>
<td></td>
<td>0.20625</td>
<td>4.03967</td>
<td>0.998</td>
<td>-10.3497, 10.7622</td>
</tr>
<tr>
<td>S.L.</td>
<td></td>
<td></td>
<td>-27.8425*</td>
<td>4.03967</td>
<td>0.000</td>
<td>-38.3985, -17.2865</td>
</tr>
<tr>
<td>G.A.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Incorrect</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C.L.</td>
<td></td>
<td></td>
<td>2.35375</td>
<td>3.87553</td>
<td>0.771</td>
<td>-7.7733, 12.4808</td>
</tr>
<tr>
<td>S.L.</td>
<td></td>
<td></td>
<td>34.85875*</td>
<td>3.87553</td>
<td>0.000</td>
<td>24.7317, 44.98587</td>
</tr>
<tr>
<td>G.A.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NotGrouped</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C.L.</td>
<td></td>
<td></td>
<td>-2.5475</td>
<td>3.14920</td>
<td>0.638</td>
<td>-10.7766, 5.6816</td>
</tr>
<tr>
<td>S.L.</td>
<td></td>
<td></td>
<td>-7.01375</td>
<td>3.14920</td>
<td>0.067</td>
<td>-15.2429, 1.2154</td>
</tr>
<tr>
<td>G.A.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
as they allow an easy automatic processing, offering a bibliographic reference that can be automatically parsed. These sources are *DBLP*, *CiteSeerX* and *INSPEC*. The groups of surnames used for these experiments are English and Spanish. Details about specific searches and dataset sizes were previously provided in Section 2.6.2.

Table 2.11 shows the results of applying this methodology to the same searches in different DLs. It can be seen that the methodology performs well independently of the source, reaching a correct average over 80%. Additionally, the same test has been performed including and excluding the abstract. This can be done by modifying parameters $w_1$, $w_2$, and $w_3$ when building the term vector (see Section 2.2.2). Results show that, even if including the abstract improves the results, it is possible to obtain a proper classification without it.

Table 2.12 shows the results of a Bonferroni test with $\alpha = 0.03$, for Correct elements. Abbreviations used are CTSX for CiteSeerX and INPS for INSPEC, as well as (a) stands for the use of terms from abstract and (na) means that the terms from the abstract has not been included. From this table, it is possible to see that the mean differences are not significant, so this methodology can be used for any source with or without the abstract.

### 2.6.6 Surname Language comparison

Digital Libraries contain records from authors coming from all around the world, although most of their records are written in English. In this test, it is our intention to check the performance of this system regarding the different origins of the authors. To accomplish this task, three different groups of surnames have been taken: Asian, English and Spanish. For each group, four different surnames have been taken based on their popularity. These surnames have been searched over *CiteSeerX* including the abstract information. Specific details about the datasets can be found on Sec-
### DBLP

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>89.3</td>
<td>9.37</td>
<td>1.33</td>
<td>0.91</td>
<td>0.98</td>
</tr>
<tr>
<td>Delgado</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>96.09</td>
<td>2.61</td>
<td>1.3</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td>García</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>86.24</td>
<td>11.91</td>
<td>1.85</td>
<td>0.88</td>
<td>0.98</td>
</tr>
<tr>
<td>Johnson</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>89.72</td>
<td>9.47</td>
<td>0.81</td>
<td>0.91</td>
<td>0.98</td>
</tr>
<tr>
<td>Sánchez</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>83.99</td>
<td>14.19</td>
<td>1.82</td>
<td>0.86</td>
<td>0.97</td>
</tr>
<tr>
<td>Smith</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>90.01</td>
<td>8.57</td>
<td>1.42</td>
<td>0.91</td>
<td>0.99</td>
</tr>
<tr>
<td>Vila</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>97.69</td>
<td>1.54</td>
<td>0.77</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>Williams</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>89.2</td>
<td>9.87</td>
<td>0.9</td>
<td>0.9</td>
<td>0.99</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td><strong>90.28</strong></td>
<td><strong>8.44</strong></td>
<td><strong>1.28</strong></td>
<td><strong>0.92</strong></td>
<td><strong>0.98</strong></td>
</tr>
</tbody>
</table>

### CiteSeerX

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown</td>
<td>89.27</td>
<td>9.68</td>
<td>1.05</td>
<td>0.91</td>
<td>0.98</td>
<td>87.39</td>
<td>9.67</td>
<td>2.94</td>
<td>0.9</td>
<td>0.97</td>
</tr>
<tr>
<td>Delgado</td>
<td>82.01</td>
<td>6.88</td>
<td>11.11</td>
<td>0.93</td>
<td>0.88</td>
<td>51.85</td>
<td>0</td>
<td>48.15</td>
<td>1</td>
<td>0.52</td>
</tr>
<tr>
<td>García</td>
<td>88.74</td>
<td>5.77</td>
<td>5.49</td>
<td>0.94</td>
<td>0.94</td>
<td>88.71</td>
<td>6.61</td>
<td>4.68</td>
<td>0.93</td>
<td>0.95</td>
</tr>
<tr>
<td>Johnson</td>
<td>88.1</td>
<td>7.72</td>
<td>4.18</td>
<td>0.92</td>
<td>0.94</td>
<td>87.06</td>
<td>7.52</td>
<td>5.43</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td>Sánchez</td>
<td>84.68</td>
<td>11.26</td>
<td>4.05</td>
<td>0.89</td>
<td>0.95</td>
<td>84.68</td>
<td>11.26</td>
<td>4.05</td>
<td>0.89</td>
<td>0.95</td>
</tr>
<tr>
<td>Smith</td>
<td>84.95</td>
<td>8.66</td>
<td>6.39</td>
<td>0.91</td>
<td>0.93</td>
<td>83.26</td>
<td>10.12</td>
<td>6.61</td>
<td>0.9</td>
<td>0.94</td>
</tr>
<tr>
<td>Vila</td>
<td>89.81</td>
<td>2.78</td>
<td>7.41</td>
<td>0.97</td>
<td>0.91</td>
<td>89.81</td>
<td>2.78</td>
<td>7.41</td>
<td>0.97</td>
<td>0.91</td>
</tr>
<tr>
<td>Williams</td>
<td>87.24</td>
<td>7.11</td>
<td>5.65</td>
<td>0.93</td>
<td>0.94</td>
<td>86.22</td>
<td>9.39</td>
<td>4.38</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>86.86</strong></td>
<td><strong>7.48</strong></td>
<td><strong>5.68</strong></td>
<td><strong>0.93</strong></td>
<td><strong>0.94</strong></td>
<td><strong>82.37</strong></td>
<td><strong>7.17</strong></td>
<td><strong>10.46</strong></td>
<td><strong>0.93</strong></td>
<td><strong>0.89</strong></td>
</tr>
</tbody>
</table>

### INSPEC

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Brown</td>
<td>92.23</td>
<td>0</td>
<td>7.77</td>
<td>1</td>
<td>0.92</td>
<td>91.44</td>
<td>0</td>
<td>8.56</td>
<td>1</td>
<td>0.91</td>
</tr>
<tr>
<td>Delgado</td>
<td>92.37</td>
<td>6.83</td>
<td>0.8</td>
<td>0.93</td>
<td>0.97</td>
<td>89.92</td>
<td>8.06</td>
<td>2.02</td>
<td>0.92</td>
<td>0.97</td>
</tr>
<tr>
<td>García</td>
<td>90</td>
<td>0</td>
<td>10</td>
<td>1</td>
<td>0.9</td>
<td>90.2</td>
<td>0</td>
<td>9.8</td>
<td>1</td>
<td>0.9</td>
</tr>
<tr>
<td>Johnson</td>
<td>89.64</td>
<td>0</td>
<td>10.36</td>
<td>1</td>
<td>0.89</td>
<td>85.05</td>
<td>9.28</td>
<td>5.67</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td>Sánchez</td>
<td>86.67</td>
<td>11.25</td>
<td>2.08</td>
<td>0.89</td>
<td>0.96</td>
<td>85.71</td>
<td>11.76</td>
<td>2.52</td>
<td>0.88</td>
<td>0.95</td>
</tr>
<tr>
<td>Smith</td>
<td>89.29</td>
<td>0</td>
<td>10.71</td>
<td>1</td>
<td>0.89</td>
<td>81.96</td>
<td>12.89</td>
<td>5.15</td>
<td>0.87</td>
<td>0.92</td>
</tr>
<tr>
<td>Vila</td>
<td>75.72</td>
<td>0</td>
<td>24.28</td>
<td>1</td>
<td>0.75</td>
<td>75.72</td>
<td>0</td>
<td>24.27</td>
<td>1</td>
<td>0.75</td>
</tr>
<tr>
<td>Williams</td>
<td>83.05</td>
<td>0</td>
<td>16.95</td>
<td>1</td>
<td>0.83</td>
<td>83.05</td>
<td>0</td>
<td>16.95</td>
<td>1</td>
<td>0.83</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>87.37</strong></td>
<td><strong>2.26</strong></td>
<td><strong>10.37</strong></td>
<td><strong>0.91</strong></td>
<td><strong>0.89</strong></td>
<td><strong>85.38</strong></td>
<td><strong>5.25</strong></td>
<td><strong>9.37</strong></td>
<td><strong>0.89</strong></td>
<td><strong>0.9</strong></td>
</tr>
</tbody>
</table>

Table 2.11: Digital Libraries comparison
### 2.6. Experimental Results

<table>
<thead>
<tr>
<th>(I)</th>
<th>Source</th>
<th>(J)</th>
<th>Mean Diff.</th>
<th>Std. Error</th>
<th>Sig.</th>
<th>97% Conf. Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(I-J)</td>
<td></td>
<td></td>
<td></td>
<td>Upper B.</td>
</tr>
<tr>
<td>DBLP</td>
<td>CTSX(a)</td>
<td>3.430</td>
<td>3.489</td>
<td>1.0</td>
<td>-7.699</td>
<td>14.559</td>
</tr>
<tr>
<td></td>
<td>CTSX(na)</td>
<td>7.907</td>
<td>3.489</td>
<td>0.297</td>
<td>-3.222</td>
<td>19.037</td>
</tr>
<tr>
<td></td>
<td>INSP(a)</td>
<td>2.909</td>
<td>3.489</td>
<td>1.0</td>
<td>-8.221</td>
<td>14.038</td>
</tr>
<tr>
<td></td>
<td>INSP(na)</td>
<td>4.899</td>
<td>3.489</td>
<td>1.0</td>
<td>-6.231</td>
<td>16.028</td>
</tr>
<tr>
<td>CTSX(a)</td>
<td>DBLP</td>
<td>-3.430</td>
<td>3.489</td>
<td>1.0</td>
<td>-14.559</td>
<td>7.699</td>
</tr>
<tr>
<td></td>
<td>CTSX(na)</td>
<td>4.478</td>
<td>3.489</td>
<td>1.0</td>
<td>-6.652</td>
<td>15.607</td>
</tr>
<tr>
<td></td>
<td>INSP(a)</td>
<td>-0.521</td>
<td>3.489</td>
<td>1.0</td>
<td>-11.651</td>
<td>10.608</td>
</tr>
<tr>
<td></td>
<td>INSP(na)</td>
<td>1.469</td>
<td>3.489</td>
<td>1.0</td>
<td>-9.661</td>
<td>12.598</td>
</tr>
<tr>
<td>CTSX(na)</td>
<td>DBLP</td>
<td>-7.907</td>
<td>3.489</td>
<td>0.297</td>
<td>-19.037</td>
<td>3.222</td>
</tr>
<tr>
<td></td>
<td>CTSX(a)</td>
<td>-4.478</td>
<td>3.489</td>
<td>1.0</td>
<td>-15.607</td>
<td>6.652</td>
</tr>
<tr>
<td></td>
<td>INSP(a)</td>
<td>-4.999</td>
<td>3.489</td>
<td>1.0</td>
<td>-16.128</td>
<td>6.131</td>
</tr>
<tr>
<td></td>
<td>INSP(na)</td>
<td>-3.009</td>
<td>3.489</td>
<td>1.0</td>
<td>-14.138</td>
<td>8.121</td>
</tr>
<tr>
<td>INSP(a)</td>
<td>DBLP</td>
<td>-2.909</td>
<td>3.489</td>
<td>1.0</td>
<td>-14.038</td>
<td>8.221</td>
</tr>
<tr>
<td></td>
<td>CTSX(a)</td>
<td>0.521</td>
<td>3.489</td>
<td>1.0</td>
<td>-10.608</td>
<td>11.651</td>
</tr>
<tr>
<td></td>
<td>CTSX(na)</td>
<td>4.999</td>
<td>3.489</td>
<td>1.0</td>
<td>-6.131</td>
<td>16.128</td>
</tr>
<tr>
<td></td>
<td>INSP(na)</td>
<td>1.990</td>
<td>3.489</td>
<td>1.0</td>
<td>-9.139</td>
<td>13.119</td>
</tr>
<tr>
<td>INSP(na)</td>
<td>DBLP</td>
<td>-4.899</td>
<td>3.489</td>
<td>1.0</td>
<td>-16.028</td>
<td>6.231</td>
</tr>
<tr>
<td></td>
<td>CTSX(a)</td>
<td>-1.469</td>
<td>3.489</td>
<td>1.0</td>
<td>-12.598</td>
<td>9.661</td>
</tr>
<tr>
<td></td>
<td>CTSX(na)</td>
<td>3.009</td>
<td>3.489</td>
<td>1.0</td>
<td>-8.121</td>
<td>14.138</td>
</tr>
<tr>
<td></td>
<td>INSP(a)</td>
<td>-1.990</td>
<td>3.489</td>
<td>1.0</td>
<td>-13.119</td>
<td>9.139</td>
</tr>
</tbody>
</table>

Table 2.12: Bonferroni Test for Correct elements, at α significance level 0.03, comparing different digital libraries.
Table 2.13: Surname language comparison

<table>
<thead>
<tr>
<th>Language</th>
<th>Surname</th>
<th>Correct</th>
<th>Incorrect</th>
<th>Not Grouped</th>
<th>Purity</th>
<th>Inverse Purity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asian</td>
<td>Kim</td>
<td>94.02</td>
<td>4.12</td>
<td>1.86</td>
<td>0.96</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>Lee</td>
<td>94.55</td>
<td>4.65</td>
<td>0.81</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Li</td>
<td>90.54</td>
<td>9.05</td>
<td>0.4</td>
<td>0.91</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Wang</td>
<td>88.54</td>
<td>11.04</td>
<td>0.41</td>
<td>0.89</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>91.91</td>
<td>7.22</td>
<td>0.87</td>
<td>0.93</td>
<td>0.98</td>
</tr>
<tr>
<td>English</td>
<td>Brown</td>
<td>89.27</td>
<td>9.68</td>
<td>1.05</td>
<td>0.91</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>Johnson</td>
<td>88.1</td>
<td>7.72</td>
<td>4.18</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Smith</td>
<td>84.95</td>
<td>8.66</td>
<td>6.39</td>
<td>0.91</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Williams</td>
<td>87.24</td>
<td>7.11</td>
<td>5.65</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>87.39</td>
<td>8.29</td>
<td>4.32</td>
<td>0.92</td>
<td>0.95</td>
</tr>
<tr>
<td>Spanish</td>
<td>Delgado</td>
<td>82.01</td>
<td>6.88</td>
<td>11.11</td>
<td>0.93</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>García</td>
<td>88.74</td>
<td>5.77</td>
<td>5.49</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Sánchez</td>
<td>84.68</td>
<td>11.26</td>
<td>4.05</td>
<td>0.89</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Vila</td>
<td>89.81</td>
<td>2.78</td>
<td>7.41</td>
<td>0.97</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>86.31</td>
<td>6.67</td>
<td>7.02</td>
<td>0.93</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Table 2.14: Bonferroni Test for Correct elements, at α significance level 0.03, comparing the author surname language.
names independently of their language of origin. As it is shown on Table 2.13, the results are quite similar among languages, with a slight outperform of the Asian surnames. However, as it is possible to see on Table 2.14, the mean differences are not significant, so there is no statistical difference among languages.

### 2.6.7 Expert Validation

An expert for this problem could be any person with knowledge about publications and access to a search engine to check if a specific publication belongs to the author under consideration. However, creating a Reference Set can be a very tedious task considering that some of the datasets have up to 5000 publications. To validate the reliability of the expert used in this process, a group of five experts have been called. These experts are researchers with full knowledge about scientific publications, citations, and access to several repositories where they could look up for the specific papers under consideration.

The same experiment, using *Hypothesis b* and *pn-measure* for the search of the surname Vila under CiteSeerX, has been given to the five experts. They have been asked to correct the output of that experiment grouping the elements in the three previous categories: Correct, Incorrect, Not Grouped. The results from the different experts can be seen on Table 2.15.

As it is possible to see on Table 2.15, most experts provide very similar results. This kind of data is objective enough for one expert to provide reliable results.
2.6.8 Discussion

Experiment performed on previous sections have shown that both factor hypotheses provide good results, with a slight outperform of Hypothesis b, as can be seen on Section 2.6.3. It means that the title and author information are informative enough to make a good characterization of the publications. However, including coauthoring information, as it is done on hypothesis b, can help to make a more clear distinction, especially in those extreme cases with very similar names and titles.

Regarding divergence measures, experiments have shown that classic name comparison measures are not a good choice when comparing authors with similar surnames, not even the ones recommended for comparing names [19]. As it has been determined on the experiments, using the Jaro Winkler measure returns authorities with very low purity and quite high inverse purity. This is because this distance does not discriminate among names, so the obtained authorities group more than one author in the same group. However, the pn-measure clearly outperforms in all tests where it was used, returning more accurate clusters.

Hierarchical clustering must be used for this problem, as there is no prior knowledge about how many authors can be returned in a search. This number is determined after the clustering process by a criterion to find the optimal $\alpha$-cut of a dendrogram. From all the algorithms considered, the best option for this data is Complete Linkage. It is important to consider that one of the main problems of hierarchical clustering is scalability. ROCK is a hierarchical clustering algorithm that can be used under this method, as it does not require a distance metric. This algorithm has been tested on Table 2.8, performing worse than classic algorithms. From that result, it is possible to conclude that in those cases where scalability is a major factor, it can be used with the drawback of losing accuracy. However, for the problem considered, scalability is not really an issue as the size of the datasets
is controlled by the search of a surname.

It is quite interesting to compare source inherent characteristics with the results of this methodology. DBLP is a source whose data has been previously name resolved, although their results have quite a lot of inconsistencies, mistakes, and poorly grouped names. This fact is reflected on the results, reaching the best results with peaks close to 98%, even if the abstract information is not available. CiteSeerX is the source considered with more inconsistencies and thus, the one with worst results. In this case, including the abstract can really make a difference as there are cases like Delgado where we can improve up to 82.01% from 51.85%. This is probably because titles for these authors are not very informative and they do not allow the extraction of the topic. INSPEC differs from the others on its wider scope of documents. Whilst CiteSeerX and DBLP are computer sciences oriented, INSPEC covers also other topics like physics or engineering. This reflects in the small amount of incorrect elements, that becomes even smaller if we include the abstract. The bigger amount of topics gives more dissimilarities among them, so it is probably causing the methodology to isolate some elements instead of grouping them properly.

Regarding the language, as all the considered papers are in English, the terms distance is not affected by the origin of the author, as can be seen on Section 2.6.6. Additionally, most publishers require a specific name-surname order in their publications, so those authors, like Asians whose names are originally written as surname-name, appear in the same order as the others. The three components of the distance help to disambiguate those cases where there are several authors with the same name. In extreme cases where some of the components are not discriminative enough, it is also possible to adjust the parameters $\lambda_1$ and $\lambda_2$ for a better fit.
2.7 Conclusions

During this chapter a first approach to the Automatic Authority Control problem based on unsupervised clustering has been made. This approach includes different options for factors used in the process as well as the divergence measure that should compare them. To choose among the presented options an extensive experimental study has been performed using data gathered from three different digital libraries. From the results of these experiments it is possible to conclude that from all options proposed for this methodology, it is recommended to use author, coauthor, title, and abstract as factors. The divergence measure should be pn-measure and the clustering algorithm Complete Linkage.

Validation for these experiments have been performed in a semiautomatic way, meaning that an expert is needed in the process to provide a "correct answer" that would be compared against the output of the system. Despite this, the methodology underlying the system is completely unsupervised, meaning that it does not need an expert to obtain the authorities, just to evaluate their quality. Section 2.6.7 showed that, for this specific problem, finding a good expert is not very difficult. Regardless of those results, providing expert knowledge is still a very time consuming and laborious task.

During this chapter, this expert information in the shape of Reference Sets have been reused in different experiments. However, considering the time and effort required by the expert to provide it, getting it for a single use of this system could be considered by a potential user like a waste of resources.

Considering the nature of the expert information, it is possible to see that these so called "correct answers" are way more than a baseline to validate the all the elements in the output. They provide a very complete insight of what elements should
be placed in the same clusters, and what it is even more important, which ones should not be together. That information could be very valuable if it is used inside the process and not just in the output, as has been done in this chapter. That led to the idea of introducing expert knowledge inside the clustering process to help it steering the solution into a better one. Under this idea, it could be possible to ask the expert for less information, but use it in a more efficient way by improving the clustering results.

Semisupervised clustering is a technique that introduces external information into the clustering process. By applying it to the process of Automatic Authority Control described in this chapter, it is possible to take advantage of that information to obtain a better clustering solution. This approach will be studied in depth in the following chapter.
Chapter 3

A new semi-supervised clustering approach

In the previous Chapter, the Automatic Authority Control problem has been approached from an unsupervised clustering perspective. Under that premise, we designed a system to approach this problem establishing the elements that could lead to a solution: a proper intermediate representation and a distance measure. Experimental results showed that the model could provide a good solution for the problem but there is room for improvement with the Not Grouped elements, as they are elements that should join other clusters, but appear isolated.

The validation of that system has been done using expert knowledge. However, that kind of information could be very useful when used in the clustering process as semi-supervised clustering. Under this idea, a new semi-supervised hierarchical clustering algorithm that could be applied to the Automatic Authority Control problem will be described. This algorithm is based on the instance level constraints approach [107], introducing two types of external information into the clustering process: must-link and cannot-link that could be derived from the expert information. This kind of constraints indicate whether two instances in a clustering process
must be in the same cluster, *must-link* or in different clusters, *cannot-link*.

Most semi-supervised clustering algorithms using instance level constraints are based on the idea of modifying the distance measure to fit the constraints [8, 18, 25]. However, that model does not seem suitable for the Automatic Authority Control problem, because as the ad-hoc distance measure developed in Section 2.4 seems to characterize properly the problem. With that idea in mind, it is our intention to use semi-supervision in a different way providing users with the flexibility of selecting a distance measure of their choice. Additionally, the use of hierarchical clustering is desirable in those problems, like Automatic Authority Control, where the number of desired groups is not known in advance.

The previously stated requirements for the semi-supervised algorithm led us to the idea of applying it to find the optimal partition in a dendrogram. Finding this partition automatically is considered one of the biggest problems when using hierarchical clustering. The nature of the instance level constraint makes us think that they are a good model to approach this problem.

Under that idea, the Crisp Hierarchical Semi-Supervised algorithm, *Crisp HSS*, is proposed as a semi-supervised hierarchical clustering algorithm. However, there are some problems where the expert knowledge it is not easy to obtain in a crisp way. Sometimes the expert is not sure or does not have enough information to provide true instance level constraints. For that reason, we propose the use of fuzzy instance level constraints, with the Fuzzy Hierarchical Semi-Supervised algorithm, *Fuzzy HSS*. That model provides the expert with flexibility of giving a degree of belief in the information that she/he is providing.

This chapter is organized as follows: Section 3.1 provides a theoretical formula-
tion of the semisupervised hierarchical clustering problem. In Section 3.2, we define the Crisp HSS algorithm. Fuzzy HSS algorithm is detailed Section 3.3. Both approaches are compared experimentally in Section 3.5 and some conclusions are provided in Section 3.7.

3.1 Problem formulation

Hierarchical clustering is a kind of clustering algorithm that, instead of creating a direct partition of the dataset, it creates a hierarchy of elements in a binary tree called dendrogram $D$. Each dendrogram is equivalent to an ultrametric distance matrix $U$ and generates a fuzzy similarity relation among items [65]. So, it generates a fuzzy similarity matrix. Hierarchical clustering does not generate a partition of the input data but a set of nested partitions according to a level $\alpha$. These $\alpha$-levels are just the $\alpha$-cuts from the previous fuzzy similarity matrix. Then, the problem of finding the partition of the dendrogram is equivalent to the problem of finding the best $\alpha$-cut of the fuzzy matrix [28]. As this cut will be performed at a node with an associated level $\alpha$, it will be called optimal $\alpha$-cut. It is our intention to use instance level constraints to find the optimal cut of the dendrogram $D$ via finding the optimal $\alpha$-cut of the fuzzy matrix.

Let us define this problem as:

- A set of instances $X = \{x_1, \ldots, x_n\}$ that it is known to have some underlying structure, so that it can be divided into an unknown number of disjoint groups.

- The output of most hierarchical clustering technique: a matrix $U$ of ultrametric distance that, properly normalized, can be transformed into a matrix $S$ representing a fuzzy similarity relation [28]. Thereby, for each node of the dendrogram $D$, there is an $\alpha$ value associated to it. These $\alpha$ are just the $\alpha$-cuts
of the fuzzy similarity matrix $S$. Branches from $D$ correspond to the different partitions of $X$. These branches will be called *cuts*.

- Two sets of crisp instance level constraints *MUST-LINK* $\mathcal{ML}$ and *CANNOT-LINK* $\mathcal{CL}$ or fuzzy instance level constraints *Fuzzy MUST-LINK* $\mathcal{FML}$ and *Fuzzy CANNOT-LINK* $\mathcal{FCL}$ provided by an expert.

Traditionally, this partition has been obtained by unsupervised methods like the ones used on Chapter 2. Now, it is our goal to find that partition by using *instance level constraints* [107] to find this optimum $\alpha$-cut. These constraints can be given by an expert who has some knowledge about the data to be clustered. However, it is not necessary to have information about all the data to be clustered, as this expert should not always have information about all entries in the dataset or that information may not be clear.

This problem will be addressed from two different perspectives: Crisp instance level constraints, with the *Crisp HSS* algorithm and Fuzzy instance level constraints with *Fuzzy HSS*.

### 3.2 Crisp HSS

To approach this problem from a crisp perspective, let us define the Crisp Hierarchical semi-supervised algorithm, *Crisp HSS* [34]. It provides a way of incorporating semi-supervision into hierarchical clustering by the use of crisp instance level constraints.

In the sense of Wagstaff and Cardie, [107], two types of instance level constraints are considered: *must-link* constraints and *cannot-link* constraints. Let us define them as:
• **MUST-LINK** $\mathcal{ML}$: Given $x_i$ and $x_j$, if there is an $\mathcal{ML}(x_i, x_j)$, it means that $x_i$ and $x_j$ belong to the same cluster and must be grouped together.

• **CANNOT-LINK** $\mathcal{CL}$: Given $t_i$ and $t_j$, if there is an $\mathcal{CL}(x_i, x_j)$, it means that $x_i$ and $x_j$ do not belong to the same cluster and cannot be grouped together.

It is possible to represent constraints among the different elements to be clustered using a matrix $A$. This matrix has three possible values:

$$A[x_i, x_j] = \begin{cases} 
1 & \text{if there is an } \mathcal{ML}(x_i, x_j). \\
0 & \text{if there is an } \mathcal{CL}(x_i, x_j). \\
-1 & \text{otherwise.} 
\end{cases} \quad (3.1)$$

The matrix $A$ of external information can be built with the information offered by the expert. It is important to remark that there is no need for the expert to give information about all pairs of $t$. Considering that must-link constraints are transitive, it is necessary to obtain the transitive closure on $A$ to keep consistency in the data.

In the same way, for each $\alpha$-level in the dendrogram, it is also possible to create a matrix $B$ from the matrix $U$ representing the joined elements at each time. So, for each $\alpha$-level, we will have a matrix $B_\alpha$ with the information of the elements at that specific $\alpha$-level. Each $B_\alpha(x_i, x_j)$ will have two possible values:

• $B_\alpha(x_i, x_j) = 1$ if the elements $x_i$ and $x_j$ are in the same cluster

• $B_\alpha(x_i, x_j) = 0$ if the elements $x_i$ and $x_j$ are not in the same cluster

Matrix $A$ can be compared with the different matrices $B_\alpha$ according to (3.2).

$$r(A, B_\alpha) = \frac{\sum_{i=1,j=1}^{n} r_A(A(x_i, x_j), B_\alpha(x_i, x_j))}{n_{\text{constraints}}} \quad (3.2)$$
Where $n$ is the number of elements to be clustered, $n_{\text{constraints}}$ is the number of constraints offered by the expert and $r_A$ can be calculated as (3.3).

$$r_A(A(x_i, x_j), B_\alpha(x_i, x_j)) = \begin{cases} 
 u_m, & \text{if } A(x_i, x_j) = B_\alpha(x_i, x_j) \text{ and } (x_i, x_j) \in \mathcal{M}\mathcal{L} \\
 u_c, & \text{if } A(x_i, x_j) = B_\alpha(x_i, x_j) \text{ and } (x_i, x_j) \in \mathcal{C}\mathcal{L} \\
 u_{nm}, & \text{if } A(x_i, x_j) \neq B_\alpha(x_i, x_j) \text{ and } (x_i, x_j) \in \mathcal{M}\mathcal{L} \\
 u_{nc}, & \text{if } A(x_i, x_j) \neq B_\alpha(x_i, x_j) \text{ and } (x_i, x_j) \in \mathcal{C}\mathcal{L} \\
 0, & \text{Otherwise.} 
\end{cases} \quad (3.3)$$

Weights $u_m$ and $u_c$ represent the importance that satisfying a constraint has in the problem and $u_{nm}, u_{nc}$ represent the penalty of violate it.

Using these expressions, the optimum $\alpha$-cut can be obtained by maximizing the expression (3.4)

$$\max_{\alpha \in B} r(A, B_\alpha) \quad (3.4)$$

The value $\alpha$ by which the matrix $B_\alpha$ that maximizes (3.4) has been obtained is the optimum $\alpha$-cut of the dendrogram. By cutting the tree at that level, the optimum partition of the data will be obtained.

This process can be summarized algorithmically as Algorithm 2.

**Use example**

Let us illustrate this method with an example. Figure 3.1 shows an example of a dendrogram and its equivalent opposite of the ultrametric matrix returned by a clustering process over 5 elements. An expert with knowledge about the problem has given the following crisp constraints:

- $\mathcal{M}\mathcal{L}(1, 2)$
Algorithm 2 Crisp HSS

for each $\alpha \in D$ do
    Define the partition $B_\alpha$
    $r_\alpha = 0$
    for each $A[x_i, x_j] \in A$ where $x_i \neq x_j$ and $A[x_i, x_j] \neq -1$ do
        if $A(x_i, x_j) = B_\alpha[i, j]$ then
            if $(x_i, x_j) \in ML$ then
                $r_\alpha^+ = u_m$
            else if $(x_i, x_j) \in CL$ then
                $r_\alpha^+ = u_c$
            end if
        else if $A(x_i, x_j) \neq B_\alpha[i, j]$ then
            if $(x_i, x_j) \in ML$ then
                $r_\alpha^+ = u_{nm}$
            else if $(x_i, x_j) \in CL$ then
                $r_\alpha^+ = u_{nc}$
            end if
        end if
    end for
end for
Select the partition $\alpha$ for which $r_\alpha$ is maximum.

Figure 3.1: Example of dendrogram and its equivalent opposite of the ultrametric matrix
\begin{itemize}
  \item $\mathcal{ML}(4,5)$
  \item $\mathcal{CL}(2,3)$
  \item $\mathcal{CL}(1,5)$
\end{itemize}

From these constraints, we build the matrix $A$ according to (3.1). The ultrametric matrix of Figure 3.1, provides four different $\alpha$-cuts: $\alpha = \{0.9, 0.8, 0.4, 0.2\}$. The dotted lines in the dendrogram show the clusters formed at each level. Matrices $B_\alpha$ can be deduced from that Figure. Weight in formula (3.3) are set to $u_m = u_c = 1$ and $u_{nm} = u_{nc} = 0$, so we ignore those constraints that are violated.

So, for each $\alpha$:

\begin{equation}
  r(A, B_{0.9}) = \begin{cases} 
      A[1,2] \neq B_{0.9}[1,2]; & 0 \\
      A[4,5] = B_{0.9}[4,5]; & 1 \\
      A[2,3] = B_{0.9}[2,3]; & 1 \\
      A[1,5] = B_{0.9}[1,5]; & 1 \\
  \end{cases} 
  = \frac{3}{4} = 0.75 
\end{equation}

\begin{equation}
  r(A, B_{0.8}) = \begin{cases} 
      A[1,2] = B_{0.8}[1,2]; & 1 \\
      A[4,5] = B_{0.8}[4,5]; & 1 \\
      A[2,3] = B_{0.8}[2,3]; & 1 \\
      A[1,5] = B_{0.8}[1,5]; & 1 \\
  \end{cases} 
  = \frac{4}{4} = 1 
\end{equation}

\begin{equation}
  r(A, B_{0.4}) = \begin{cases} 
      A[1,2] = B_{0.4}[1,2]; & 1 \\
      A[4,5] = B_{0.4}[4,5]; & 1 \\
      A[2,3] \neq B_{0.4}[2,3]; & 0 \\
      A[1,5] = B_{0.4}[1,5]; & 1 \\
  \end{cases} 
  = \frac{3}{4} = 0.75 
\end{equation}
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\[
r(A, B_{0.2}) = \begin{cases} 
A[1, 2] = B_{0.2}[1, 2]; & 1 \\
A[4, 5] = B_{0.2}[4, 5]; & 1 \\
A[2, 3] \neq B_{0.2}[2, 3]; & 0 \\
A[1, 5] \neq B_{0.2}[1, 5]; & 0 
\end{cases} = \frac{2}{4} = 0.5 \quad (3.8)
\]

Now, using (3.4) we get:

\[
\max_{\alpha \in [0,1]} r(A, B_{\alpha}) = \max\{0.75, 1, 0.75, 0.5\} = 1 \rightarrow \alpha = 0.8 \quad (3.9)
\]

So, the optimum \(\alpha\)-cut is found at \(\alpha = 0.8\) obtaining three clusters.

### 3.3 Fuzzy HSS

The use of crisp information has some limitations, specifically, in those problems where the expert is not able to provide a certain answer. This can happen either because it is not possible to find an expert with deep knowledge of the field or because the classes or categories are not clearly defined. In all these situations, it could be possible to find someone who, instead of giving true information about whether two elements are or not in the same cluster, is able to provide some “degrees of belief” about them. Considering that fuzzy logic is a very good way to model uncertainty, instance level constraints can be provided on a fuzzy way as a value in the interval \([0, 1]\). In an attempt to overcome the limitations of crisp constraints, in this Section, we introduce Fuzzy HSS, a Fuzzy Hierarchical Semi-supervised algorithm that uses fuzzy instance level constraints that allow the representation of uncertainty based on the ideas of Crisp HSS.

Classic crisp instance level constraints are expressed in an absence/presence way, meaning that the constraint can only have two values, one if there is a constraint of any kind between two elements or zero if there is none. It is our intention to
introduce a mechanism to describe uncertainty in fuzzy instance level constraints. For that reason, the classic model is softened allowing degrees of belief for constraints between two elements. With these ideas, the previous definition can be redefined as:

- **FUZZY MUST-LINK, \( \mathcal{FML} \):** Given \( x_i \) and \( x_j \), if a \( \mathcal{FML}(x_i, x_j) = \beta \) exists, then \( x_i \) and \( x_j \) belong to the same cluster with a degree \( \beta \in [0, 1] \); \( 1 \leq i, j \leq n \).

- **FUZZY CANNOT-LINK, \( \mathcal{FCL} \):** Given \( x_i \) and \( x_j \), if a \( \mathcal{FCL}(x_i, x_j) \) exists, then \( x_i \) and \( x_j \) are not in the same cluster with a degree \( \gamma \in [0, 1] \); \( 1 \leq i, j \leq n \).

Using this model, an expert can now tell us that two elements are in the same cluster (must-link) with a degree of belief in the interval \([0,1]\) according to her/his certainty on the provided information. The same idea can be applied to cannot-link constraints.

It is necessary to define a proper representation for the constraints, allowing the comparison with the dendrogram. As the dendrogram is equivalent to a matrix \( \mathcal{U} \) of size \( n \times n \), where \( n \) is the number of instances to be grouped, it seems reasonable to represent constraints using matrices. On the Crisp HSS approach, we use matrix \( A \) (3.1) to represent the constraints. Under that model, with just one matrix it is possible to define both must-link and cannot-link constraints. For this fuzzy approach, as each constraint has an associated degree, it is not possible to represent them using just one matrix, because there is no way to distinguish the kind of constraint to be expressed. For that matter, let us define two matrices \( A_m \) (for must-link) and \( A_c \) (for cannot-link) as:

\[
A_m[i, j] = \begin{cases} 
\beta, & \text{if } \exists \mathcal{FML}(x_i, x_j) \\
\text{UND}, & \text{if } \not\exists \mathcal{FML}(x_i, x_j) 
\end{cases}
\]  

(3.10)
\[ A_c[i, j] = \begin{cases} 
\gamma, & \text{if } \exists FCL(x_i, x_j) \\
UND, & \text{if } \nexists FCL(x_i, x_j) 
\end{cases} \] (3.11)

Where \( \beta \) is the degree of belief of the fuzzy must-link constraint, \( \gamma \) is the degree of belief of the fuzzy cannot-link constraint, and \( UND \) is a parameter used to indicate that there are not any constraints between instances \( x_i \) and \( x_j \). Generally, \( UND \) takes the value -1. Additionally, it is very important to consider that \( \nexists (x_i, x_j) \in X | FML(x_i, x_j) = \beta \) and \( FCL(x_i, x_j) = \gamma \). This restriction indicates that the constraints should not contradict themselves, meaning that there cannot be a must-link constraint and a cannot-link constraint for the same pair of elements.

As described on Section 3.2, let us remember that for each \( \alpha \)-cut of the dendrogram it is also possible to create a matrix \( B \) from the matrix \( U \) representing the elements that have been clustered on each step. So, for each \( \alpha \)-cut there is a matrix \( B_\alpha \) with the elements joined at that specific \( \alpha \)-level. Each \( B_\alpha(x_i, x_j) \) will have two possible values:

- \( B_\alpha(x_i, x_j) = 1 \) if elements \( x_i \) and \( x_j \) are in the same group
- \( B_\alpha(x_i, x_j) = 0 \) if elements \( x_i \) and \( x_j \) are not in the same group

Matrices \( A_m \) and \( A_c \) can be compared with the different matrices \( A_\alpha \) according to (3.12).

\[
fr(A_m(x_i, x_j), A_c(x_i, x_j), B_\alpha(x_i, x_j)) = \\
\begin{cases} 
    v_m, & \text{if } A_m(x_i, x_j) \geq \alpha \text{ and } B_\alpha(x_i, x_j) = 1; \\
    w_m, & \text{if } A_m(x_i, x_j) \geq \alpha \text{ and } B_\alpha(x_i, x_j) = 0; \\
    v_c, & \text{if } A_c(x_i, x_j) \geq \alpha \text{ and } B_\alpha(x_i, x_j) = 0; \\
    w_m, & \text{if } A_c(x_i, x_j) \geq \alpha \text{ and } B_\alpha(x_i, x_j) = 1; \\
    0, & \text{otherwise}.
\end{cases} \] (3.12)
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Where $\alpha$ is the fuzzy value from the $B_{\alpha}$, $v_m$ and $v_c$ are used to adjust the weight that reinforcing the constraint (the constraint matches the partition) has in the expression and $w_m$ and $w_c$ is the penalty of contradict the constraint.

Using the previously defined expressions, the optimum $\alpha$-cut can be calculated by maximizing the expression in (3.13)

$$FR = \max_{\alpha \in [0,1]} \left\{ \sum_{i,j}^{n} fr(A_m(x_i, x_j), A_c(x_i, x_j), B_{\alpha}(x_i, x_j)) \right\}$$  \hspace{1cm} (3.13)

The $\alpha$ from matrix $B_{\alpha}$ for which (3.13) have its maximum is the optimum $\alpha$-cut of the dendrogram. Cutting the tree at that level will give us the optimum partition of the dataset.

All this process can be summarized algorithmically as Algorithm 3.

<table>
<thead>
<tr>
<th>Algorithm 3 Fuzzy HSS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>for</strong> each $\alpha \in D$ <strong>do</strong></td>
</tr>
<tr>
<td>Define the partition $B_{\alpha}$</td>
</tr>
<tr>
<td>$fr_{\alpha} = 0$</td>
</tr>
<tr>
<td><strong>for</strong> each $\mathcal{FML}(x_i, x_j) \in A_m$ <strong>do</strong></td>
</tr>
<tr>
<td>if $A_m(x_i, x_j) \geq \alpha$ and $B_{\alpha}[i,j] = 1$ then</td>
</tr>
<tr>
<td>$fr_{\alpha} = v_m$</td>
</tr>
<tr>
<td>else if $A_m(x_i, x_j) \geq \alpha$ and $B_{\alpha}[i,j] = 0$ then</td>
</tr>
<tr>
<td>$fr_{\alpha} = w_m$</td>
</tr>
<tr>
<td><strong>end if</strong></td>
</tr>
<tr>
<td><strong>end for</strong></td>
</tr>
<tr>
<td><strong>for</strong> Each $\mathcal{FCL}(x_i, x_j) \in A_c$ <strong>do</strong></td>
</tr>
<tr>
<td>if $A_c(x_i, x_j) \geq \alpha$ and $B_{\alpha}[i,j] = 1$ then</td>
</tr>
<tr>
<td>$fr_{\alpha} = v_c$</td>
</tr>
<tr>
<td>else if $A_c(x_i, x_j) \geq \alpha$ and $B_{\alpha}[i,j] = 0$ then</td>
</tr>
<tr>
<td>$fr_{\alpha} = w_c$</td>
</tr>
<tr>
<td><strong>end if</strong></td>
</tr>
<tr>
<td><strong>end for</strong></td>
</tr>
<tr>
<td>Select the partition $\alpha$ for which $tr_{\alpha}$ is maximum.</td>
</tr>
</tbody>
</table>
Use example

Let us illustrate this method with an example. Figure 3.2 recalls the example dendrogram showed for Crisp HSS and its equivalent opposite of the ultrametric matrix returned by a clustering process over 5 elements. An expert with knowledge about the problem has given the following constraints:

- $A_m(1, 2) = 0.8$
- $A_m(4, 5) = 1.0$
- $A_c(2, 3) = 0.9$
- $A_c(1, 5) = 0.6$

From the ultrametric matrix we have four different $\alpha$-cuts: $\alpha = \{0.9, 0.8, 0.4, 0.2\}$. For each one of them we are going to evaluate $fr(A_m, A_c, B_\alpha)$, with values of $v_m = v_c = 1$, $w_m = w_c = -0.5$. 
So, for each $\alpha$:

\[
fr(A_m, A_c, B_{0.9}) = \begin{cases} 
A_m(1, 2) = 0.8 < 0.9 \text{ and } B_{0.9}(1, 2) = 0; & 0 \\
A_m(4, 5) = 1.0 \geq 0.9 \text{ and } B_{0.9}(4, 5) = 1; & 1 \\
A_c(2, 3) = 0.9 \geq 0.9 \text{ and } B_{0.9}(2, 3) = 0; & 1 \\
A_c(1, 5) = 0.6 < 0.9 \text{ and } B_{0.9}(1, 5) = 0; & 0 
\end{cases}
= 2 \quad (3.14)
\]

\[
fr(A_m, A_c, B_{0.8}) = \begin{cases} 
A_m(1, 2) = 0.8 \geq 0.8 \text{ and } B_{0.8}(1, 2) = 1; & 1 \\
A_m(4, 5) = 1.0 \geq 0.8 \text{ and } B_{0.8}(4, 5) = 1; & 1 \\
A_c(2, 3) = 0.9 \geq 0.8 \text{ and } B_{0.8}(2, 3) = 0; & 1 \\
A_c(1, 5) = 0.6 < 0.8 \text{ and } B_{0.8}(1, 5) = 0; & 0 
\end{cases}
= 3 \quad (3.15)
\]

\[
fr(A_m, A_c, B_{0.4}) = \begin{cases} 
A_m(1, 2) = 0.8 \geq 0.4 \text{ and } B_{0.4}(1, 2) = 1; & 1 \\
A_m(4, 5) = 1.0 \geq 0.4 \text{ and } B_{0.4}(4, 5) = 1; & 1 \\
A_c(2, 3) = 0.9 \geq 0.4 \text{ and } B_{0.4}(2, 3) = 1; & -0.5 \\
A_c(1, 5) = 0.6 \geq 0.4 \text{ and } B_{0.4}(1, 5) = 0; & 0 
\end{cases}
= 1.5 \quad (3.16)
\]

\[
fr(A_m, A_c, B_{0.2}) = \begin{cases} 
A_m(1, 2) = 0.8 \geq 0.2 \text{ and } B_{0.2}(1, 2) = 1; & 1 \\
A_m(4, 5) = 1.0 \geq 0.2 \text{ and } B_{0.2}(4, 5) = 1; & 1 \\
A_c(2, 3) = 0.9 \geq 0.2 \text{ and } B_{0.2}(2, 3) = 1; & -0.5 \\
A_c(1, 5) = 0.6 \geq 0.2 \text{ and } B_{0.2}(1, 5) = 1; & -0.5 
\end{cases}
= 1 \quad (3.17)
\]

Now, using (3.13) we get:
\[ FR = \max_{\alpha \in [0,1]} f_r(A_m, A_c, B_\alpha) = \max\{2, 3, 1.5, 1\} = 3 \rightarrow \alpha = 0.8 \] (3.18)

So, the optimum \(\alpha\)-cut is found at \(\alpha = 0.8\) obtaining three clusters.

### 3.4 Using fuzzy entropy to determine the optimal number of fuzzy constraints.

As can be seen in Sections 3.6.1, 3.6.2 the results of semi-supervised clustering depend on the amount of external information provided by the expert. Nevertheless, as shown on Figure 3.12, the results have a tendency to stabilize, but the amount of information needed in this process is still a question to be answered. We address this problem by proposing a method to determine how much information is needed by means of the fuzzy entropy concept.[37]

The simplest approach to this problem could be to use as much information as the expert can provide. It is appropriate for those cases when the expert provide only a small amount of information. However, when the expert can provide a lot of constraints, this could not be the best approach, as they can increase computation time unnecessarily or even, in some cases, induce over-learning in the process. Some approaches to this problem in the crisp context include: [22, 47, 27, 98]

To solve this problem, we propose the use of fuzzy entropy. This concept, first described by De Luca and Termini [76], can be defined as a measure of the degree of fuzziness of a fuzzy set. That work established several properties that should be fulfilled by a measure of fuzzy entropy. Based on those properties, there are several proposals in the literature to measure fuzzy entropy of a fuzzy set \(X\).
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- **De Luca and Termini** [76], based on Shannon entropy:

  \[ D_l(f) \equiv H(f) + H(f') \quad (3.19) \]

  where \( H \) is the Shannon entropy [96] and \( f'(x) \equiv 1 - f(x) \).

- **Quadratic Entropy** [40]:

  \[ D_q = x(1 - x) \quad (3.20) \]

- **Battacharyya Entropy** [40]:

  \[ D_b = \sqrt{x(1 - x)} \quad (3.21) \]

- **Pal\&Pal Entropy** [85]:

  \[ D_p(X) = \frac{1}{n(\sqrt{e} - 1)} \sum_{i} [S_n(\mu_X(x_i)) - 1] \quad (3.22) \]

  with

  \[ S_n(\mu_X(x_i)) = \mu_X(x_i)e^{1-\mu_X(x_i)} + (1 - \mu_X(x_i))e^{\mu_A(x_i)} \quad (3.23) \]

- **Rogas Entropy** [97]:

  \[ D(X) = \frac{X \cap X^C}{X \cup X^C} \quad (3.24) \]

- **Simple entropy**, proposed by Knopfmacher [67] as the easiest function that fulfills the fuzzy entropy properties

  \[ D_t(f(x)) = \sum_{i=1}^{n} \frac{d_t(f(x_i))}{n}; \quad (3.25) \]

  \[ d_t(f(x_i)) = \begin{cases} f(x_i), & \text{for } f(x_i) \in [0, \frac{1}{2}] \\ (1 - f(x_i)), & \text{for } f(x_i) \in [\frac{1}{2}, 1] \end{cases} \quad (3.26) \]
All these entropy measures fulfil the same properties [76], so they are considered equivalent. To determine which entropy measure should be used in this process, we have compared five different measures available in the literature: Simple [67], Quadratic [40], Battacharyya [40], Pal & Pal [85], and Rogas [97]. De Luca and Termini’s [76] entropy has not been considered, as it uses logarithms whose properties for values like 0 or 1 are not the most appropriate for instance level constraints.

For this study, we have used five datasets from the UCI repository [2], Glass (6 classes, 214 instances), Iris (3 classes /150 instances), Wine (3 classes /178 instances), Pen Digits (10 classes /1000 instances), and Vowel (11 classes /1000 instances). These datasets have different number of classes and sizes. Class distribution is also different on each datasets. We have chosen labeled datasets with the intention of using class labels to simulate the role of an expert. These labels have only been used to generate external information (constraints) and do not have any other influence in the clustering process.

Instance level constraints have been generated according to the class labels of the datasets. For that purpose, a fuzzy must-link constraint has been created for every pair of instances belonging to the same class. The degree of belief on that constraint, $\beta$, has been assigned randomly. In the same way, for every pair of elements that do not belong to the same class, there is a fuzzy cannot-link constraint. Again, the degree of belief on that constraint $\gamma$ has been assigned randomly. These random degrees of belief have been used to simulate an expert that is giving true information but with not so much knowledge about the problem. For us, this is the worst case scenario, as we consider that the information given by the expert is always correct.

For each $\mathcal{FML}$ and $\mathcal{FCL}$ of every dataset, we have taken a random small par-
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<table>
<thead>
<tr>
<th></th>
<th>Sum Sq</th>
<th>Df</th>
<th>F value</th>
<th>Pr(&gt;F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Must Problem</td>
<td>0.005462</td>
<td>4</td>
<td>6.5534</td>
<td>3.604e-05</td>
</tr>
<tr>
<td>Must Entropy</td>
<td>0.000862</td>
<td>4</td>
<td>1.0343</td>
<td>0.3887</td>
</tr>
<tr>
<td>Link Problem:Entropy Residuals</td>
<td>0.130235</td>
<td>625</td>
<td>0.5760</td>
<td>0.9028</td>
</tr>
<tr>
<td>Cannot Problem</td>
<td>0.003318</td>
<td>4</td>
<td>11.5396</td>
<td>4.805e-09</td>
</tr>
<tr>
<td>Cannot Entropy</td>
<td>0.000096</td>
<td>4</td>
<td>0.3328</td>
<td>0.8560</td>
</tr>
<tr>
<td>Link Problem:Entropy Residuals</td>
<td>0.000780</td>
<td>16</td>
<td>0.6778</td>
<td>0.8173</td>
</tr>
<tr>
<td></td>
<td>0.044927</td>
<td>625</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Two way ANOVA with problem and entropy as factors for the must-link and cannot-link constraints entropy

Partition of the data and iteratively increased in small portions. As a result, we have several nested subsets that contain from 0.1% to 90% of the original constraints. We have measured the entropy of all of them in five different ways: Simple, Quadratic, Battacharyya, Pal & Pal, and Rogas.

Figures 3.3, 3.4, 3.5, 3.6 and 3.7 show these results. Considering that the constraints are randomly included on the subsets, we have used the average of five executions. The Wine dataset has fewer must-link constraints than the others, so we have used only those subsets that contain constraints. From the graphs, it is possible to see that for each problem and type of constraints, all curves in the graph have a very similar shape. It led us to the idea that all entropies behave similarly, so the one selected would not affect the results. A more formal study of this effect can be found on Table 3.1, where a two-way ANOVA test has been performed for each kind of constraints on the variations between the entropy of one subset and the next one. As entropies are similar on shape but start on different values, we consider that the best way to measure the “shape” of the curve is to obtain the differences between the entropy of one subset and the next one.

The Problem and Entropy measures have been used as factors on the ANOVA.
Figure 3.3: Results from measuring different entropies of the must-link/cannot-link with different subsets of constraints for the Glass dataset.
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Figure 3.4: Results from measuring different entropies of the must-link/cannot-link with different subsets of constraints for the Iris dataset.
Figure 3.5: Results from measuring different entropies of the must-link/cannot-link with different subsets of constraints for the Wine dataset.
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Figure 3.6: Results from measuring different entropies of the must-link/cannot-link with different subsets of constraints for the Pendigits dataset.
Figure 3.7: Results from measuring different entropies of the must-link/cannot-link with different subsets of constraints for the Vowel dataset.
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As can be seen on Table 3.1, the interaction term, \textit{Problem:Entropy}, is not statistically significant, which means that the factors do not affect each other, and so, they must be considered separately. Factor \textit{Problem} is significant for both kind of constraints, but factor \textit{Entropy} is not in any case. It means that the null hypothesis cannot be rejected for the factor \textit{Entropy}, i.e., all population means are equal. Considering that, we can say that all entropies have the same behavior. For that reason, selecting one or another should not change the results of the method. \textit{Simple Entropy} \cite{67} is suggested to be used, as it is very easy to calculate. Additionally, considering that the problem factor is statistically significant, we cannot say that the entropy is the same for every problem. This is confirmed on the graphs, for every problem, all entropies have the same shape, but they differ among problems. So, once we have decided which entropy we will use, it should be studied for the problem under consideration.

After the previous experiments where it has been tested that the entropy of fuzzy instance level constraints tends to stabilize after a certain amount of constraints, it is our intention to use it to determine how much information we need for this semi-supervised clustering method. To find that point of stability, all constraints provided by the expert are considered in the shape of matrices $A_m$ and $A_c$. To determine the amount of external information, the next steps should be followed:

1. For each matrix:

2. Remove most constraints from matrix $E$, but a random small percentage of the original elements

3. Calculate entropy for the remaining elements

   (a) Add another random small percentage of the original elements to the matrix
(b) Calculate entropy for the matrix

(c) If the entropy of the matrix differs from the previous one in less than a threshold $\theta$, go to a). Otherwise, stop the process and this percentage is the proper amount of constraints for that matrix.

How to determine threshold $\theta$ depends on the constraints provided by the expert and must be determined experimentally. However, a reasonable value for this parameter for most problems would be between 0.001 and 0.01. After these steps, two reduced $A_m$ and $A_c$ matrices are obtained that can be applied in Fuzzy HSS.

3.5 Experimental comparison of Fuzzy HSS and Crisp HSS

Even if Crisp HSS and Fuzzy HSS methods have been designed with the requirements of the Automatic Authority Control problem in mind, these methods can be applied in a wider range of problems. To properly test and compare the performance of these two algorithms, they have been applied to several classic problems with different sizes and number of classes taken from the UCI repository [2]. The reason to choose these general problems instead of the Automatic Authority Control is the limitations of the ad-hoc pseudo-distance required for it. The most popular classic semi-supervised clustering algorithms, like COPK-Means [108] are based on the $k$-means algorithm, that cannot be applied to that problem.

The performance of the Fuzzy HSS and Crisp HSS methods is tested in comparison with other proposals: COPKmeans [108], Upper-Tail [83] and a traditional unsupervised algorithm [28] that we will be referring as Unsupervised. COPKMeans has been chosen as it applies semi-supervision in a traditional way. Additionally, Fuzzy HSS and Crisp HSS have been compared with two unsupervised methods to
obtain the optimal partition of a dendrogram (Upper-Tail and Unsupervised).

For this study, we have used the same five datasets than on Section 3.4; Glass (6 classes, 214 instances), Iris (3 classes /150 instances), Wine (3 classes /178 instances), Pen Digits (10 classes /1000 instances), and Vowel (11 classes /1000 instances). These datasets are labeled, so class labels can be used to simulate the role of an expert. These labels have only been used to generate external information (constraints) and do not have any other influence in the clustering process.

As in Section 3.4, instance level constraints have been generated according to the class labels of the datasets. For that purpose, a must-link constraint has been created for every pair of instances belonging to the same class. To fuzzify them into fuzzy must-link, a random degree of belief $\beta$ has been assigned to each pair. In the same way, for every pair of elements that do not belong to the same class, there is a cannot-link constraint. Again, to fuzzify them into fuzzy cannot-link the degree of belief on that constraint $\gamma$ has been assigned randomly. These random degrees of belief have been used to simulate an expert that is giving true information but with not so much knowledge about the problem. For us, this is the worst case scenario, as we consider that the information given by the expert is always correct.

Validation measures

To validate the performance of the clustering methods, three different indexes are obtained for each of the experiments:

- Purity [78]. It measures how the clustering solution fits the classes as (3.27):

$$purity(C, \Theta) = \frac{1}{N} \max_j |c_k \cap \theta_j|$$  \hspace{1cm} (3.27)
Where $C = c_1, \ldots, c_k$ is the partition obtained from the clustering process and $\Theta = \theta_1, \ldots, \theta_j$ are the classes according to dataset labels. $N$ is the number of instances.

- Normalized Mutual Information [78], $NMI$. Defined as (3.28):

\[
NMI(C, \Theta) = \frac{I(C, \Theta)}{[H(C) + H(\Theta)]/2}
\]  

(3.28)

Where $I(C, \Theta) = \sum_k \sum_j = \frac{|c_k \cap \theta_j|}{N} \log \frac{N(c_k \cap \theta_j)}{|c_k| |\theta_j|}$ and $H$ is the entropy of the partition. $C$, $\Theta$ and $N$ have the same meaning as in purity.

- Adjusted Rand Index, $aRand$ [60]. Given a contingency table $[n_{ij}]$ where each entry $n_{ij}$ denotes the number of objects in common between cluster $C_i$ and $\Theta_j$, $n_{ij} = |C_i \cap \Theta_j|$. The adjusted Rand Index is defined as (3.29):

\[
aRand = \frac{\sum_{ij} \binom{n_{ij}}{2} - [\sum_i \binom{a_i}{2} \sum_j \binom{b_j}{2}] / \binom{n}{2}}{\frac{1}{2} [\sum_i \binom{a_i}{2} + \sum_j \binom{b_j}{2}]} - [\sum_i \binom{a_i}{2} \sum_j \binom{b_j}{2}] / \binom{n}{2}
\]

(3.29)

Where $a_i$ and $b_j$ are the sum of the rows and columns of the contingency table, respectively.

These measures provide a proper characterization of the clustering solution in comparison with the expected labels. They have been chosen for these experiments in contrast with the measures used in Chapter 3 because the latter are more oriented to study the distribution of single elements in the solution. Those measures were very useful during the design of the process as they allowed the detection of outliers or other kind of isolated elements. However, for these experiments we are more interested in global performance, so classic measures provide a better understanding of the global performance.
Experiment setup

The parameter setting for the different algorithms is as follows:

- **Complete Linkage** [61] with Euclidean distance is the hierarchical clustering algorithm applied on the Fuzzy HSS, Crisp HSS, Upper Tail and Unsupervised methods.

- Parameter $K$, representing the number of groups in COPKmeans is set to the number of classes on each dataset.

- Parameter $k$ in Upper Tail method has been set to 1.25 according to [80]. This $k$ should not been mistaken with the number of groups used in the COP-Kmeans.

- The number of constraints for Fuzzy HSS, Crisp HSS and COP-Kmeans methods has been determined by means of fuzzy entropy as described on Section 3.4. That methodology to determine the optimal number of constraints has been applied to the fuzzy constraints, and to better compare results, the resulting reduced $A_m$ and $A_c$ are converted into $A$ for the crisp algorithm.

- Weights $u_m, u_c, u_{nm}, u_{nc}$ for Crisp HSS have been set to $u_m = u_c = 1$ and $u_{nm} = u_{nc} = -0.5$, with the intention of stressing the fulfilled constraints and penalize contradicted ones.

- Weights $v_m, v_c, w_m, w_c$ for Fuzzy HSS have been set to $v_m = v_c = 1$ and $w_m = w_c = -0.5$, with the same meaning as for Crisp HSS.

Results

Results from the experiments can be seen in Figures 3.8, 3.9 and 3.10. Considering the three indexes at the same time, it is possible to see that the hierarchical semi-supervised methods (Fuzzy HSS and Crisp HSS) outperform the other methods,
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Figure 3.8: Purity of different methods to obtain the optimal $\alpha$-cut of a dendrogram.

Figure 3.9: Normalized Mutual Information of different methods to obtain the optimal $\alpha$-cut of a dendrogram.
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specially for Purity (Figure 3.8) and Adjusted Rand Index (Figure 3.10). COPKmeans performs worse in all considered experiments and the performance of the Unsupervised and Upper-Tail is different for each dataset. Specifically, Upper Tail method returns higher values of NMI than Fuzzy HSS in some of the datasets. However, this outperform in that particular index is related with the very high number of clusters achieved by the Upper Tail method, returning from twice to ten times more groups than the expected number.

On Table 3.2, there is a one-way ANOVA for the Purity, NMI and aRand indexes using method as factor. As it is possible to read in the table, p-values are lower than the significance level 0.05. From this result, it can be deduced that the means of the validation measures are different for each method. For a deeper study on these differences, we have performed a pairwise t-test that can be seen on Table 3.3. From that Table, it is possible to read that the differences on the means of the Fuzzy HSS and the Crisp HSS are not different for all the considered indexes, meaning that
Table 3.2: One way ANOVA with method as factor for Purity, Normalized Mutual Information and Adjusted Rand Index.

| Measure | DF | Sum Sq | Mean Sq | F val | Pr (>|F|) |
|---------|----|--------|---------|-------|-----------|
| Purity  | Method            | 4 | 2.844  | 0.7109 | 18.01     | 5.6e-13   |
|         | Residuals         | 245 | 9.673  | 0.0395 |           |           |
| NMI     | Method            | 4 | 4.906  | 1.226  | 37.22     | <2e-16    |
|         | Residuals         | 245 | 8.074  | 0.033  |           |           |
| aRand   | Method            | 4 | 3.063  | 0.7658 | 22.13     | 1.3e-15   |
|         | Residuals         | 245 | 8.478  | 0.0346 |           |           |

Table 3.3: Pairwise t-test for the for Purity, Normalized Mutual Information and Adjusted Rand Index of the different methods.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Fuzzy HSS</th>
<th>Crisp HSS</th>
<th>COPKmeans</th>
<th>Upper Tail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purity</td>
<td>Crisp HSS</td>
<td>0.1751</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>COPKmeans</td>
<td>9.6e-05</td>
<td>0.0003</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Upper Tail</td>
<td>2.0e-11</td>
<td>3.9e-08</td>
<td>0.0459</td>
</tr>
<tr>
<td></td>
<td>Unsupervised</td>
<td>3.2e-08</td>
<td>2.0e-05</td>
<td>0.4958</td>
</tr>
<tr>
<td>NMI</td>
<td>Crisp HSS</td>
<td>0.34</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>COPKmeans</td>
<td>2.6e-13</td>
<td>4.8e-16</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Upper Tail</td>
<td>0.74</td>
<td>0.19</td>
<td>2.1e-12</td>
</tr>
<tr>
<td></td>
<td>Unsupervised</td>
<td>1.2e-12</td>
<td>2.5e-15</td>
<td>0.80</td>
</tr>
<tr>
<td>aRand</td>
<td>Crisp HSS</td>
<td>0.12</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>COPKmeans</td>
<td>3.2e-12</td>
<td>2.5e-08</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Upper Tail</td>
<td>3.7e-09</td>
<td>8.8e-06</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>Unsupervised</td>
<td>1.3e-10</td>
<td>5.6e-07</td>
<td>0.54</td>
</tr>
</tbody>
</table>
these two methods behave similarly. It means that even with the flexibility, and thus uncertainty, provided by the fuzzy model it is possible to use it with similar results than the crisp model. When comparing Fuzzy HSS with other methods, these differences depend on the considered index, arising similar conclusions than the ones from Figures 3.8, 3.9 and 3.10.

3.6 Crisp HSS and Fuzzy HSS in the Authority Control problem

3.6.1 Crisp HSS

To test the performance of the Crisp HSS in the Automatic authority control, we have used the hierarchical clustering process described on Chapter 2. A dendrogram has been built using Complete Linkage and an intermediate representation including title, abstract and authors. Distance measures are cosine for terms and pn-measure for names. Weights in expression (3.3) are set to $u_m = u_c = 1$ and $u_{nm} = u_{nc} = 0$.

For these experiments, we try to reproduce the process of a search by name using several surnames as the query. We conduct a series of searches using three surnames at each query, combinations of the surnames covered in Table 2.2. The reason to use this number is related with the number of authors per publication, normally between two and four authors, being three a quite common number. We have conducted 56 different searches over CiteSeerX, gathering approximately 1700 publications for each one.

The previously extracted information is given to an expert with full knowledge about bibliographic data. The expert has been asked to group them properly according to their authorship and to build the matrix $A$ of external information.
is our intention to experimentally test how many external information is needed in our semi-supervised fuzzy clustering algorithm, the expert give us information about all pair of instances to be clustered. From all this information we have removed most of it and kept only a certain percentage, chosen randomly from all data in $A$. We have increased that percentage gradually from 0.005% to a level in which there are no further changes.

We have tested our algorithm with each of the 56 searches and performed 5 different executions of each one, selecting randomly initial values of the matrix $A$. We have increased the amount of information in $A$ on each step, and we have applied our semi-supervised fuzzy clustering algorithm to them. The results have been validated according to the semiautomatic method described in Chapter 2 and [38]. As a result of this validation process, we have three values: the percentage of correct elements, incorrect elements and not grouped elements. To avoid differences in the results due to the randomness of the data from $A$, we have worked with the average of these 5 executions.

Figure 3.11a shows the evolution of the correct elements according to the amount of information available in matrix $A$. The value 0 in the graph represent the output of the unsupervised method to cut the dendrogram [28, 38]. As it is possible to see, our semi-supervised fuzzy clustering algorithm outperforms the previous method including only a 0.3% of external information. If we study the evolution of the results as we increase the information, it is possible to see that they have a smooth evolution. However, it seems that there is a small tendency to overlearning after the 5%, that it is especially clear at the 25%; but, as we will prove later on, these differences are not significant.

Figure 3.11b shows the sum of the incorrect and not grouped elements. We have
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Figure 3.11: Evolution of the clustering according to the amount of external information. Value 0 represent the unsupervised problem.
chosen this way to show results as we think that it clearly proves how the total amount of not correct elements decreases as we include external information. It is possible to see the same tendency than with correct elements, improving previous methods at 0.3% and decreasing at every step.

Figures 3.11a and 3.11b show us that this method seems to perform properly with independence of the input data. To prove statistically this fact, we have performed an ANOVA test. On this test we have compared the results of the 56 problems when using 0.005%, 1%, 3%, 5%, 25% and 75% of external information. Each problem is a factor and the results obtained with the different levels of external information are the observations for each factor. Results of these tests can be seen on Table 3.4, for correct elements, and on Table 3.5, for the sum of incorrect and not grouped elements. As it is possible to see, differences are not significant for any of the cases, meaning that the results of the method do not depend on the input data.

After determining that this method does not depend on the input data, it is our intention to statistically find a value for which results tend to settle. For that purpose, we have performed an ANOVA test combined with a post-hoc analysis using

<table>
<thead>
<tr>
<th>Sum of Sqr.</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Grp.</td>
<td>2526.934</td>
<td>55</td>
<td>45.944</td>
<td>0.175</td>
</tr>
<tr>
<td>Within Grp.</td>
<td>73080.427</td>
<td>279</td>
<td>261.937</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>75607.361</td>
<td>334</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4: ANOVA for different problems. Correct elements

<table>
<thead>
<tr>
<th>Sum of Sqr.</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between Grp.</td>
<td>2922.289</td>
<td>55</td>
<td>53.133</td>
<td>0.204</td>
</tr>
<tr>
<td>Within Grp.</td>
<td>72709.184</td>
<td>279</td>
<td>260.606</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>75631.473</td>
<td>334</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.5: ANOVA for different problems. Sum of incorrect and not grouped elements.
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#### Table 3.6: Dunnet test 2-sided for correct elements. Using 75% as control group. * The mean difference is significant at the 0.05 level.

<table>
<thead>
<tr>
<th>(I)</th>
<th>(J)</th>
<th>Mean Diff. (I-J)</th>
<th>Std. Error</th>
<th>Sig.</th>
<th>95% Conf. Interval</th>
<th>Lower B.</th>
<th>Upper B.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>75</td>
<td>-40.557</td>
<td>0.837</td>
<td>0.0</td>
<td>-42.67</td>
<td>-38.44</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>75</td>
<td>-6.515</td>
<td>0.834</td>
<td>0.0</td>
<td>-8.62</td>
<td>-4.41</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>75</td>
<td>-1.2</td>
<td>0.834</td>
<td>0.462</td>
<td>-3.3</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>75</td>
<td>-1.684</td>
<td>0.834</td>
<td>0.164</td>
<td>-3.79</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>75</td>
<td>-1.387</td>
<td>0.834</td>
<td>0.323</td>
<td>-3.49</td>
<td>0.72</td>
<td></td>
</tr>
</tbody>
</table>

#### Table 3.7: Dunnet test 2-sided for the sum of incorrect and not grouped elements. Using 75% as control group. * The mean difference is significant at the .03 level.

<table>
<thead>
<tr>
<th>(I)</th>
<th>(J)</th>
<th>Mean Diff. (I-J)</th>
<th>Std. Error</th>
<th>Sig.</th>
<th>95% Conf. Interval</th>
<th>Lower B.</th>
<th>Upper B.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>75</td>
<td>40.229</td>
<td>0.857</td>
<td>0.0</td>
<td>38.14</td>
<td>42.46</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>75</td>
<td>6.249</td>
<td>0.853</td>
<td>0.0</td>
<td>4.1</td>
<td>8.4</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>75</td>
<td>0.902</td>
<td>0.853</td>
<td>0.735</td>
<td>-1.25</td>
<td>3.05</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>75</td>
<td>1.432</td>
<td>0.853</td>
<td>0.315</td>
<td>-0.72</td>
<td>3.58</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>75</td>
<td>1.209</td>
<td>0.853</td>
<td>0.477</td>
<td>-0.94</td>
<td>3.36</td>
<td></td>
</tr>
</tbody>
</table>
Dunnet test. For that test we have used the different levels of external information as factors and the results from each problem as the observations for each factor. Dunnet test compares each factor with a control group, in this case 75% of external information. This value has been chosen for being the one using more external information. Looking at the tendency of the graphs, 75% seems to provide the best results. As can be seen on Tables 3.6 and 3.7, only the differences from 0.005% and 0.3% are significant, but the ones with 1%, 5% and 25% are not. It means that the results obtained from 75% and 1% or any of the others, are quite similar. For that reason, only with information about 1% of the pairs of elements our method returns good results.

Finally, it is our intention to statistically prove that the semi-supervised method outperforms the classic one. For that purpose, we have performed a T-test comparing the results of the both methods. For that test, we have used all 56 experiments. As it is possible to see on Tables 3.8, 3.9, 3.10 and 3.11, p-value is lower that 2.2e-16, which means that the differences between the semi-supervised method and the unsupervised one are significant at 95% confidence interval. From that results, we can conclude that the Crisp HSS algorithm outperforms the unsupervised approach.
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<table>
<thead>
<tr>
<th>t</th>
<th>df</th>
<th>p-value</th>
<th>95% confidence interval</th>
<th>est. mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>70.7939</td>
<td>111</td>
<td>&lt;2.2e-16</td>
<td>18.45023</td>
<td>19.51284</td>
</tr>
</tbody>
</table>

Table 3.11: T-test results: Sum of incorrect and not grouped elements

previously used.

### 3.6.2 Fuzzy HSS

The performance of the Fuzzy HSS method has been tested in comparison to the Crisp HSS and a classic unsupervised method [28]. For this purpose, two datasets obtained from real searches of the surname Smith over DBLP and CiteSeerX have been used with 500 and 485 instances respectively (see Table 2.2). Information used for validation in Section 2.6 has been transformed into fuzzy instance level constraints by defining a must-link constraint between those elements inside the same cluster and a cannot-link between those in different clusters. They have been fuzzyfied using a random generator to simulate the results of a very bad expert. Weights \( v_m, v_c, w_m, w_c \) have been set to \( v_m = v_c = 1 \) and \( w_m = w_c = -0.5 \) with the intention of stressing the fulfilled constraints and penalizing contradicted ones.

Previously described data had gone through Complete Linkage hierarchical clustering algorithm with the intermediate representation and the divergence measure described on Chapter 2. To test the influence of the number of constraints, the cut had been performed with a different amount of both fuzzy and crisp constraints that is increased iteratively. Starting with a very small amount of constraints, 0.1%, they have been increased up to 90%. For each of the \( \alpha \)-cuts of the dendrogram, the F-measure [4] of the resulting clusters have been obtained. F-measure can be defined using the validation indexes used in Section 2.5 as (3.30):

\[
F\text{-measure} = \frac{2 \times \text{Correct}}{2 \times \text{Correct} + \text{Incorrect} + \text{Not Grouped}}
\]  (3.30)
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Figure 3.12: Comparison of the different methods to obtain the $\alpha$-cut of a dendrogram using data extracted from DBLP and CiteSeerX. Horizontal axis show the percentage of constraints used on the method. Line named Fuzzy correspond with the method using fuzzy instance level constraints, line named crisp correspond to crisp instance level constraints and line named Unsupervised correspond with the unsupervised method to obtain the optimum $\alpha$-cut of the dendrogram.
Results from this experiment can be seen on Figure 3.12, where it is possible to observe a very similar behaviour between the Fuzzy HSS and Crisp HSS methods. Focusing on the semi-supervised methods (red and blue lines), it is possible to see that they outperform the unsupervised method using a small amount of constraints. It means that instance level constraints, both crisp and fuzzy, help to find the optimum $\alpha$-cut of a dendrogram.

Compare the Fuzzy HSS and Crisp HSS methods, it is possible to observe that even if the crisp method needs less constraints to work properly, the similarity between both approaches indicate that it is possible use fuzzy semi-supervised clustering on problems with uncertainty or unreliable experts.

Additionally, as it is possible to see in Figure 3.12, the results tend to stabilize after a specific amount of restrictions. It indicates that the expert only needs to provide information about between 5% or 10% of the pairs of instances. It means that the number of constraints needed for a proper performance of this method is quite low, which make easier to find experts that can be used on these problems.

### 3.7 Conclusions

The methods described in this chapter rely on semi-supervision to find the optimal $\alpha$-cut of a dendrogram, so it needs external information in the shape of instance level constraints. On a first instance, they were tested for the Automatic Authority Control problem, outperforming classical methods, as can be seen on Section 3.6.2.

The use of fuzzy information is more flexible than the crisp model used in Crisp HSS. It allows Fuzzy HSS to be applied on those cases where it is not possible, or
it is very difficult, to find an expert with certain knowledge about the problem. To properly compare these two methods in a general context, we have used classic labeled datasets. Nevertheless, in real-life problems like Authority Control, the labels are unknown and the role of the expert is crucial; therefore giving her/him as much flexibility as possible could be very beneficial for the process. Obviously, as this method requires an expert, it cannot be applied to those problems where she/he is not available. For those cases classic unsupervised clustering is a good option and the optimal partition of the dendrogram can be obtained through traditional methods like Upper-Tail. However, as it has been shown in Section 3.5, the use of semi-supervision improves the performance of the clustering. In addition to that, the use of fuzzy instance level constraints, not only is more flexible, but provide a mechanism to know how many information must be required to the expert.

The benefits of instance level constraints are not just related with a better performance of the algorithm, but they could also provide valuable information after the clustering process. These relationships can be considered as hints that help to the interpretation of the information inside the clusters in real-life problems where the classes are not available. Moreover, the use of a hierarchical clustering approach avoids giving the number of clusters, as with the COP-Kmeans algorithm. It makes this method quite suitable for those problems where this parameter is unknown.

This approach applies semi-supervision once the hierarchical clustering had been applied. This makes it very flexible, as the clustering method and the distance between elements must be chosen by the user. This means that the improvement that can be achieved with the semi-supervision is related to the quality of the dendrogram itself. If the hierarchical clustering algorithm used to obtain the dendrogram does not find a good grouping of the data, the semi-supervised method is going to find its best partition, but probably, it does not have a very good purity, as can be seen
on Figure 3.8 with *Vowel, Pendigits*, and *Glass* experiments. On the other hand, on Figures 3.6.1 and 3.12 with a good dendrogram, semi-supervised clustering clearly return very good results.

The outperforming of the *Fuzzy HSS* and *Crisp HSS* in comparison with the unsupervised method, as it can be seen on Figure 3.8 and Table 3.3 is related with the exploration of the dendrogram by the constraints. It tries to find the partition that better fits them, being also able to overcome the limitations of a non-fulfilled constraint. Let us remember that a contradicted constraint gives a negative feedback to the overall, but it does not invalidate the whole partition, as happens with the COP-Kmeans algorithm.

In conclusion, the use of semi-supervision could be a very powerful tool when used in hierarchical clustering. *Crisp HSS* algorithm is able to find the best partition of a dendrogram without modifying the distance measure suggested for the problem and *Fuzzy HSS* can step up in those cases where the expert is not able to provide crisp information without loosing performance. Additionally that method provides a mechanism to decide how much external information is needed in the process.
Chapter 4

Automatic Constraints Generation for Semi-supervised Clustering

In Chapter 3, we showed up how the semi-supervision can be used to improve results in clustering processes. That semi-supervision came from experts with some kind of knowledge about the problems approached. In an attempt to ease the task of the expert, we proposed the use of fuzzy semi-supervision, allowing the expert to give impressions based on degrees of belief instead of certain knowledge. Nevertheless, there are still some problems where such experts are not available.

To try to provide a mechanism to apply semi-supervision to such problems, in this chapter we propose a method to automatically generate crisp instance level constraints.

4.1 Automatic Constraints Generation

The human expertise is preferable when supervision is recommended, although user-provided suggestions or hints are often expensive and time consuming to obtain.
However, in some approaches, human intervention can be replaced by automatically generated knowledge. The study of the data and their placement in the n-dimensional space evidences some structural relationship that can be a valid support for driving in the constraints attribution.

In this approach, constraints are generated by the study of the inherent nature of the data. It is done using a partitional clustering process that obtains a partition of the data according to some distance criteria. Specifically, our method uses k-means [62], a well-known flat clustering that finds a partition $P_K = \{S_1, \ldots, S_k\}$ for a given $k$ by minimizing the within-cluster sum of squares, according to the following objective function:

$$J = \sum_{i=1}^{k} \sum_{j=1}^{n} \|x_{i,j} - \mu_i\|^2$$  \hspace{1cm} (4.1)

where $\|x_{i,j} - \mu_i\|$ is the distance between a data point $x_{i,j}$ and the centroid $\mu_i$ of the cluster $S_i$.

The partition $P_K$ gives an approximate idea about how the input data is organized. Regardless the possible mistakes and inaccuracies that $P_K$ could present, it is possible to use this information to generate constraints. Each $S_a \in P_K = \{x_{k_1}, \ldots, x_{k_t}\}$ is a partition containing similar elements. If we consider that all elements from that partition should be in the same group, must-link constraints are pretty straightforward.

Formally: for each pair of instances $(x_i, x_j)$ that are in the same cluster in the clustering-driven partitioning, there exists a must-link constraint $\mathcal{ML}(x_i, x_j), \forall (x_i, x_j) \in S_a | S_a \in P_K$. 
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Under this assertion, the set of must-link constraints, $\mathcal{ML}$, contains all pairs of elements that are in the same cluster (considering all clusters independently):

$$\mathcal{ML} = \bigcup_{i=1}^{k} \mathcal{ML}_i,$$

where $\mathcal{ML}_i$ is a set of must-link constraints from a partition $S_i$.

Similarly, cannot-link constraints are defined between pairs of instances $(x_i, x_j)$ that are in different clusters, i.e. $\forall (x_i, x_j) ; d_i \in S_a, x_j \in S_b \mid S_a, S_b \in P_K; S_a \neq S_b$.

Under this definition, the set of cannot-link constraints, $\mathcal{CL}$, contains all pairs of elements that are in the different clusters (considering all clusters independently):

$$\mathcal{CL} = \cup_{a,b:a\neq b} \mathcal{CL}_{a,b},$$

where $\mathcal{CL}_{a,b}$ is a set of cannot-link constraints composed of the pair $(x_i, x_j) \in S_a \times S_b | a \neq b$.

This approach is sensible to the initial configuration of the $k$-means algorithm. However, this can be overtaken by exploiting the random component of the $k$-means initialization. The partition returned by $k$-means depends of an initial centroid, $\mu_i$ that normally is randomly generated on each execution of the algorithm. It means that every execution may provide slightly different partitions. Under that assumption, by executing the algorithm repeatedly, the original set of constraints is refined defining the constraints. In this sense, if two instances $x_i$ and $x_j$ are placed in the same cluster in all executions of the $k$-means clustering, then there is a must-link, $\mathcal{ML}(x_i, x_j)$, constraint between them. In the same way, if two instances $x_i$ and $x_j$ are never placed in the same cluster in all executions, then there is a cannot-link constraint $\mathcal{CL}(x_i, x_j)$. This process has been summarized in Algorithm 4.

Considering that we are keeping only that information coherent in all the executions of the $k$-means clustering algorithm, there are several pairs of instances without an associated constraint. This is because they are placed in the same cluster in some executions and in different clusters in others. Moreover, data structure can affect the performance of $k$-means clustering, which generally tends to produce
Algorithm 4 Constraints generation

Get $P_K$ an initial partition returned by k-means

for all $K_i \in P_K$ do
  if $(d_i, d_j) \in K_i$ then
    Add $(d_i, d_j)$ to $ML$
  else
    Add $(d_i, d_j)$ to $CL$
  end if
end for

for each k-means execution do //

Get $P_a = \{S_1, \ldots, S_k\}$ the partition returned by k-means

for all $ML(d_i, d_j) \in ML$ do
  if $d_i \in S_a$ and $d_j \in S_b$ with $S_a \neq S_b$ then
    Remove $(d_i, d_j)$ from $ML$
  end if
end for

for all $CL(d_i, d_j) \in CL$ do
  if $d_i, d_j \in S_a$ then
    Remove $(d_i, d_j)$ from $CL$
  end if
end for

end for
clusters of relatively uniform size. In case of bad partitioning, some of the resulting clusters could not be used for the constraint generation, because their data relations are considered not good enough for the constraints (for example if they are too big, compared with the remaining clusters). In that case, the constraints are generated considering only the clusters that fit some criteria, discarding all the remaining information.

Constraints generated under this method can be used for any semi-supervised clustering algorithm based on crisp instance level constraints.

### 4.2 Experimental Results

In this Section is our intention to study the performance of automatically generated constraints. To do so, several questions that arise in relation with the automatic generation will be analyzed:

- How the k-means configuration affects the quality of the constraints;

- How the automatically generated constraints using k-means perform in comparison with other methods to generate constraints;

- How the semi-supervised approach performs in comparison with unsupervised methods.

It is interesting to point out that the automatic generation of constraints is based on the *k-means* algorithm, which in based in *Euclidean* distance, so this automatic generation method could not be suitable for those problems where this distance is not available. For this reason, the automatic constraints generation is tested for the *document clustering* process. The purpose to do this is to experiment with the
approach in a wider environment where the task of an expert could be very hard. This problem can be seen as a generalization of the Automatic Authority Control. Instead of grouping scientific publications by author, we group other kind of documents by topic.

Two datasets have been used to validate this automatic constraints generation approach. They have gone through a preprocessing process, where some cleaning and dimensionality reduction tasks have been carried out, specifically tailored with respect to the nature of each dataset:

- **Web Snippets** dataset [93]. Contains 2280 short texts taken from Google, unevenly divided into eight categories. Each snippet contains from 6 to 20 words approximately. During the preprocessing step, it has been prepared by removing the first words of each snippet, as they seem to be part of the URL of the original document (information that it is not useful for categorization). Additionally, a stemming process has been applied and its stop words have been removed. A dimensionality reduction has been performed by removing those words with a correlation higher than 0.5 using Pearson’s method. During the constraint generation process, when executing the k-means algorithm, these clusters with sizes bigger than 25% of the whole dataset size have been ignored. Binary Term Frequency has been used as weighting measure for the terms of this dataset.

- **Reuters-21578** collection [73]. It is a subset of the well known Reuters-21578 collection containing 2014 documents. Ten independent categories have been selected from the dataset: *trade, ship, wheat-grain, gold, sugar, money-fx, interest, crude, money-supply* and *coffee* with different sizes. This dataset has been preprocessed using a lowercase representation, removing numbers, punctuation and stop words. It has also gone through a stemming process.
Dimensionality reduction has been performed using the 500 terms with higher TF-IDF value. As with the previous dataset, during the constraints generation process, these clusters containing more that 25% of documents have not been considered. TF-IdF has been used as weighting measure for the terms of this dataset.

For each dataset, constraints have been generated by 30 executions of the k-means algorithm. *Crisp HSS*, as defined in Section 3.2 is the semi-supervised clustering algorithm applied. As stated on its definition, it can be used to any hierarchical clustering algorithm that provides a dendrogram. So, for these data, we have used hierarchical agglomerative clustering algorithm with the Ward’s method. The parameters setting for the formula in 3.3, that calculates the best partition according to the score \( r_\alpha \), are set to consider only satisfied constraints, so \( u_{nm} = u_{nc} = 0 \). In addition to that, weights \( u_m \), associated to the importance of the must-link constraint and \( u_c \), associated to the cannot-link, take the value \( u_m = 2, u_c = 1 \) to reinforce the information provided for the must link in contrast with the cannot-link. The reason to do that is because the automatic generation method, by definition, provides less must-link than cannot-link constraints. Using this setup, we obtain a more balanced contribution by the two types of constraints.

To validate the goodness of the clustering process, two different measures have been used: F-measure [4] and Normalized Mutual Information (briefly, NMI) [78].

F-measure evaluates the quality of the clusters by comparing the relationship between the retrieved documents on each cluster and the relevant documents according to their given class labels. F-measure (4.4) is defined as the harmonic mean of Precision (4.2) and Recall (4.3).
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\[ Precision = \frac{|\text{relevant documents} \cap \text{retrieved documents}|}{|\text{retrieved documents}|} \quad (4.2) \]

\[ Recall = \frac{|\text{relevant documents} \cap \text{retrieved documents}|}{|\text{relevant documents}|} \quad (4.3) \]

\[ F - \text{measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (4.4) \]

The Normalized Mutual Information (4.5) evaluates the elements on each cluster against class labels. It measures and normalizes the mutual information between random variables \( P_\alpha \) (the optimal partition of the dendrogram) and \( G \) (the ground truth given by class labels).

\[ NMI(P_\alpha, G) = \frac{2I(P_\alpha, G)}{H(P_\alpha) + H(G)} \quad (4.5) \]

where \( I(P_\alpha, G) \) is the mutual information between the two random variables and \( H \) is the Shannon entropy of the variable.

Sizes of constraints sets \( \mathcal{ML} \) and \( \mathcal{CL} \) generated automatically by this method are different for each dataset. Considering that the number of constraints introduced on the process of finding \( P_\alpha \) affects its performance, different random subsets are taken from \( \mathcal{ML} \) and \( \mathcal{CL} \) of proportional size to the original set.

As in previous experimentation, in order to guarantee a complete analysis, different constraints sets of different sizes have been used, incrementally from 0.1% to 90% of each set. As these subsets of constraints are chosen randomly, each experiment has been executed 5 times using different random subsets of constraint. Thus, the values of F-measure and NMI on the next graphs, are the average of these 5 executions.
4.2.1 Experiment one: Effect of k-means configuration on the constraints

As stated, the constraint generation process is based on repeated executions of the k-means algorithm. This algorithm requires a parameter, \( k \), representing the number of groups (clusters) in which the input data is split. The influence of \( k \) has been studied by generating several constraints sets with different values of \( k \). Indeed, for each dataset, we have considered a wide range of \( k \) values that goes from half of expected groups according to class labels, to the effective expected groups (according to class labels), up to a maximum of \( k = 30 \) (see Figure 4.1). This range of values guarantees a complete view of the behaviour of this methodology; first considering a \( k \) smaller than the expected clusters sizes and then assessing how the increase of \( k \) impacts on the results.

Figure 4.1 shows the dependency between \( k \) (\( x \) axis) and the number of generated constraints (\( y \) axis). As it is possible to see in the Figure, \( k \) affects the size of the constraint sets. Let us notice that there are more cannot-link (Figure 4.1b) than must-link constraints (Figure 4.1a). This is due to the number of classes in the dataset: since a must-link constraint is defined between elements in the same class whilst a cannot-link is defined between elements in different classes. It results in more cannot-link constraints than must-link. This is because cannot-link relationships are defined between an element and all the elements within all other clusters, so, normally, there are more than, must-link than only exists between an element all others within its own cluster.

Figure 4.1a shows how the must-link constraints change as \( k \) increases. It is interesting to check how as must-link constraints decrease, the cannot-link increase (Figure 4.1b). This is related with the number of clusters and their sizes. A bigger value of \( k \) means smaller clusters, so less possibilities for the elements to must-link
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Figure 4.1: Influence of the parameter $k$ in the number of constraints.
Figure 4.2: F-measure with different K-mean configuration
Figure 4.3: Normalized Mutual Information with different K-mean configuration
between each other, while there are more clusters (i.e., many subgroups of documents), so there are more possible combinations for the cannot-link information. Similarly, when \( k \) is really small, there are more (must-links and cannot-links) constraints, but they are not of good quality, as information is mixed up. This can be seen in Figures 4.2 and 4.3, where the performance of the methodology for different values of \( k \) is shown.

Figure 4.2 shows the F-measure for all considered datasets. Let us notice that using a small \( k \), the performance of this approach is poor, specially when the subset of constraints used is small. This can be seen more clearly for the Reuters dataset (Figure 4.2b), where it needs up to 60\% of the constraints to obtain an F-measure equal to 0.8. Figure 4.1a shows that the poor performance is related with the higher number of must-link constraints, coming from fewer clusters composed of mixed-data. This behaviour is also observable in Figure 4.3 where the Normalized Mutual Information is measured for all analyzed datasets.

As shown in Figure 4.1, the fixed number of cluster \( k \) in the k-means algorithm affects the number of constraints generated and then, the performance of our method when obtaining the partition of the document corpus (Figures 4.2 and 4.3). From the analysis of the figures, let us assert that the results tend to stabilize when the value of \( k \) is close to the number of classes or bigger. Specifically, in the Reuters dataset (Figures 4.2b and 4.3b), it is possible to observe a small improvement using \( K \) bigger than 15.

The resulting partition of a documents collection by the k-means algorithm often shows some small specific clusters and a big cluster with a lot of mixed data (with respect to the class labels). Particularly, by increasing \( k \), the clusters get more specific and provide better constraints. Indeed, the number of generated must-link
constraints, decreases as $k$ increases because must-links are generated between instances inside the same cluster, so, having less elements per cluster provides less constraints. On the contrary, the cannot-link constraints increase, as more clusters means more cannot-link possibilities. This behaviour is clearly observable in the Reuters dataset (Figure 4.1), where, with a small $k$ a lot of must-link constraints are generated; but increasing $k$ those constraints tend to decrease. However, let us remark that the specific correspondence between the amount of must-link and cannot-link strictly depends on the dataset, its size and its underlying class distribution.

Since constraints are generated automatically, they may have inaccuracies. It means that some of the constraints could be not related with the actual structure of the data. These inaccuracies are mainly solved as $k$ increases. Specifically, since the constraints are being generated with a more specific partition, the resulting must-link/cannot-link information should be of better quality, with a consequent improved performance. Figures 4.2 and 4.3 describe this behaviour. As $k$ is getting bigger and the number of cannot-link constraint increases, the performance improves because the clustering algorithm tends to put documents together, so the cannot-link constraints help to split up those groups. At the same time, the contribution coming from must-link constraints is also important, because if there are only cannot-link constraints, the results will contain one or two documents per cluster, and that behaviour is not desirable. A good trade-off between the use of must-links and cannot-links justifies assigning a bigger weight to the $u_m$ and $u_{nm}$ parameters (in Equation 3.3), in order to compensate the outnumber of cannot-link constraints and their influence.

Figures 4.2 and 4.3 show also how the size of the sets of generated constraints introduced in the Crisp HSS algorithm affects the performance of the method. In
general, with $k = 15$ and beyond (values that provide a good partitioning on these datasets), the results in terms of performance tend to stabilize: we can see that the differences in the results, when adding more constraints, are small. Adding more constraints suppose adding more information in the process, which increases the computational complexity. For that reason, and taking into account also the size the dataset, using around 30% of each must-link and cannot-link would be advisable.

4.2.2 Experiment two: Comparison with other kind of automatically generated constraints

Instance level constraints are traditionally provided by an human expert with some knowledge about the specific data. In [104] for instance, when class labels are available, the instance generation has been mapped to the provided classification (i.e., class labels have been used to get instance level constraints). For that purpose, a must link constraint $\mathcal{ML}(x_i, x_j)$ is defined between two instances $x_i$ and $x_j$ if they are labeled as to be in the same class. In the other hand, there is a cannot-link $\mathcal{CL}(x_i, x_j)$ between these elements that do not share the same label. Obviously, under this model, it is possible to reconstruct the original partition by using all the constraints generated under this model. As class labels have been provided by an expert, that model simulates the expert generated constraints.

Figures 4.4 and 4.5 show how automatically generated constraints perform in comparison with constraints generated using class labels. These figures compare automatic vs. label-based generated constraints both for the best ($k=30$) and the worst ($k=4$) number of clusters. Under the same amount of constraints, the partitioning coming from automatic constraints generation performs equally or better than the one obtained using constraints that come from class labels.
Figure 4.4: Comparison of the F-measure of class and k-means automatically generated constraints.
Figure 4.5: Comparison of the Normalized Mutual Information of class and k-means automatically generated constraints.
4.2.3 Experiment three: Comparison with unsupervised clustering

This method uses semi-supervision, through Crisp HSS, to calculate the optimal partition of a dataset by means of hierarchical clustering. The advantage of using hierarchical clustering is that the number of clusters is not fixed, so it is possible to get more specific clusters than using other methods in which this number of clusters is fixed. Figures 4.6 and 4.7 show how this method performs in comparison (in terms of F-measure and NMI) with some traditional unsupervised methods such as k-means and Ward’s method.

This method (named Auto in the figures) has been evaluated with constraints generated with the best and the worst partitions for the two datasets (see Section 4.2.1), using 30% of the constraints. Figure 4.6 shows that the F-measure value from the semi-supervised method is higher than the F-measure value for the k-means and the Ward’s method.

Let us remember that our semi-supervised approach makes use of hierarchical clustering and Ward’s method to obtain the dendrogram. So, if we compare the partition obtained by cutting the dendrogram at the expected number of groups and our semi-supervised approach, let us observe that our method returns a more specific partition, since the clusters do not contain mixed data from different categories. Similar behaviour can be observed with the Normalized Mutual Information (Figure 4.7).

Moreover, this method outperforms the k-means algorithm, even if k-means was part of the constraints generation process. It means that k-means is not able to find by itself an accurate partition that represents the data, so the provided pairwise information are very useful to find the optimal cut of the dendrogram. As our semi-
supervised clustering algorithm has some tolerance for not fulfilled constraints, it is able to overtake the possible mistakes that could be in the constraints by k-means, without affecting the performance, as shown in Figures 4.6 and 4.7.

Another important point is the role of the hierarchy-based partitioning in comparison with flat clustering, as they are able to provide a more specific cluster assignment. In particular, Figures 4.6 and 4.7 show how a specific partition outperforms those that come from obtaining the same number of partitions than the expected number of groups in the data. Our method does not modify the clustering algorithm itself, but it helps to find the better partition from the dendrogram $D$. It means that a partitioning that separates data into groups that “make sense” is already in the dendrogram, but it is not possible to obtain it but cutting the tree at the expected number of groups.

As an example, let us consider a dataset whose data have been split in several categories; where one of them is sport. Using the k-means algorithm to find the documents related with sports, would not get accurate results. It probably would return some documents related with some specific sport or there would be a lot of documents, with the information regarding sports probably mixed with some unrelated information. It depends on the “quality” of the document-term matrix: the selection of term-features (for instance, co-occurrences of terms) is crucial to get a good partitioning. Anyway, a good term-document matrix does not guarantee an accurate partitioning in flat clustering. It is possible that class labels are quite specific and that there is not enough vocabulary in the documents to identify them.

Instead, in hierarchical clustering, the partitioning generally reveals better cluster specialization, for instance, in the case of sports, related to football, tennis, basketball, etc. and these clusters normally do not contain mixed information. Indeed,
thanks to the nature of the dendrogram, it would be possible to use its hierarchy of documents to provide a more in-depth insight of the terms of corpus that could lead to a more specific hierarchical classification.

4.3 Conclusions

In this chapter we have studied how the instance level constraints that can be applied to semi-supervised clustering can be automatically generated by studying the underlying nature of the data. The main advantage of this automatic semi-supervised approach is that it does not require some human expertise to provide external information.

By studying the nature of the data by means of the $k$-means algorithm it is possible to find relationships hidden in the data structure that provide very valuable information. As has been tested experimentally, this relationships may return better results than those obtained from class labels provided by an expert.

A very interesting point has arisen in this study, and it is the influence of the number of groups required from the $k$-means algorithm. As this parameter gets higher, more groups (smaller) are generated, so the constraints are more specific and has more mistakes. However, experiments have shown that there is an upper-limit in that parameter where there is no further improvement. So higher values of $k$ are recommended.

In summary, for those datasets where the human expertise is not available, it is possible to use automatic generation of constraints by the study of the underlying nature of the data. Using this model it is possible to use the flexibility of some
Figure 4.6: Comparison of the F-measure of semi-supervised and unsupervised method.
Figure 4.7: Comparison of the Normalized Mutual Information of semi-supervised and unsupervised method.
semi-supervised methods without requiring expert knowledge.
4.3. Conclusions
Chapter 5

Conclusions and Future Works

5.1 Conclusions

In this thesis, it has been our intention to approach the Authority Control problem from a Data Mining perspective. During the study and development of a methodology to solve this problem, several conclusions have arisen:

- Data Mining Methods, specifically, clustering techniques are a good tool to approach the Automatic Authority Control. Authority control can be viewed as the process of grouping records in a library by name, so the use of a technique to group elements is able to provide a good solution for the problem. In Chapter 2, we have proposed an automatic system to approach the problem from a clustering perspective. To do so, it has been necessary:

  - To provide a formal intermediate representation by considering the problem as a specific case of Entity resolution, understood as the problem of finding the different names of an entity in a text. Under this general formal model, an authority can be considered as an entity with different names, namely, the different representations of an author name.
5.1. Conclusions

- Proposing a distance measure to compare the different elements of the problem. This measure is a combination of the different elements that are involved in the process. This point solves the problem of finding a suitable text distance measure needed in the clustering process. During the study of the different elements that should be compared to properly find the authorities, we discover that classic string comparison measures were not appropriate for names. For that reason, we have proposed \textit{pn-measure} a new ad-hoc distance measure specific to compare personal names.

- A validation method was proposed to find the quality of the authority control process. This method requires an expert who provides some ground truth about the obtained authorities allowing us to automatically calculate some indexes that characterize the results.

- The validation method proposed for the system requires human expertise. This means that there is a need for external information that indicate the correct solution. However, that information could be more useful than just the application to the evaluation of the results. Under that assumption, the use of semi-supervised clustering was the natural step to take. In chapter 3 we study these techniques getting to the following conclusions:

- Among the possibilities offered by the semi-supervised clustering techniques, the use of instance level constraints is the best option for the kind of problems that we are trying to solve. This approach requires from the expert pairs of instances that should be placed together (or not) in the same cluster.
Classical semi-supervised clustering approaches are based on the idea of modifying the distance measure used to compare elements. However, the distance measure selected for the problem seemed pretty reasonable and it would not be desirable to modify it. Additionally, we required the use of hierarchical clustering, as the number of groups is not known for the Automatic Authority Control problem.

A new semi-supervised clustering algorithm is developed using the previous ideas:

* Crisp Hierarchical Semi-Supervised algorithm, Crisp HSS is a new semi-supervised clustering algorithm that focuses on using external information in the process of finding the optimal partition in a process of hierarchical clustering.

* Considering the inherent fuzziness of hierarchical clustering and the characteristics of the Crisp HSS algorithm, it seems reasonable to extend it to a fuzzy version. Fuzzy Hierarchical Semi-Supervised, Fuzzy HSS, is a fuzzy semi-supervised hierarchical clustering algorithm that proposes a new model of semi-supervision via fuzzy instance level constraints. These restrictions represent a degree of belief of two elements being (or not) in the same cluster, giving the expert more flexibility.

* The performance of both algorithms have been tested showing similar results, meaning that it is possible to use the fuzzy version in those problems where the expert could not be sure of the provided information.
* Due to the characteristics of the fuzzy information, we also provide a mechanism to determine how much information should be given by the expert. This is a very strong point of this algorithm as normally semi-supervised clustering uses as much information as it is available, but using this model that is not necessary.

- The new semi-supervised algorithms, *Crisp HSS* and *Fuzzy HSS* can be applied successfully to the Authority Control.

- As an extension of the Crisp HSS method, the automatic generation of constraints has been studied. By repeatedly applying the K-means algorithm for randomly initialized clusters, it is possible to find relationships between elements that define instance level constraints.

- This extension has been tested successfully in a general document environment showing that automatically generated constraints can be used in those problems where the the human expertise is not available.

### 5.2 Future works

The topics covered in this thesis can be extended in several ways.

The theoretical model introduced in Chapter 2 to approach the Automatic Authority Control as a generalization of the *Entity resolution* problem can be applied to several other areas. It could be a very interesting future work to use it for other kind of problems with textual data, like recognition of events or celebrity names in
blogs or news, company names from financial information, among many others. Additionally the study of the Automatic Authority Control under other kind of entries different than names is a worthy possibility to be studied.

It is also compelling to study the application of the two semi-supervised hierarchical clustering algorithms proposed in Chapter 3, Crisp HSS and Fuzzy HSS to other kind of problems. They would be very suitable for problems like finding topics in Social Networks.

The study of the introduction of fuzzy instance level constraints in other kind of non-hierarchical clustering models also remains as a future work. They introduce a very interesting novel approach that could benefit other methodologies.

Finally, the automatic generation of the instance level constraints can be extended to generate fuzzy constraints. As the fuzzy constraints provide a mechanism to determine how much external information should be applied to the process, having a mechanism to generate them automatically should be a very interesting extension.
5.2. Future works
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